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Preface
This text provides a thorough introduction to “modern” or “abstract” alge-
bra at a level suitable for upper-level undergraduates and beginning grad-
uate students.

The book addresses the conventional topics: groups, rings, fields, and
linear algebra, with symmetry as a unifying theme. This subject matter is
central and ubiquitous in modern mathematics and in applications ranging
from quantum physics to digital communications.

The most important goal of this book is to engage students in the ac-
tive practice of mathematics. Students are given the opportunity to partici-
pate and investigate, starting on the first page. Exercises are plentiful, and
working exercises should be the heart of the course.

The required background for using this text is a standard first course
in linear algebra. I have included a brief summary of linear algebra in an
appendix to help students review. I have also provided appendices on sets,
logic, mathematical induction, and complex numbers. It might also be
useful to recommend a short supplementary text on set theory, logic, and
proofs to be used as a reference and aid; several such texts are currently
available.

Acknowledgements.

The first and second editions of this text were published by Prentice
Hall. I would like to thank George Lobell, the staff at Prentice Hall, and
reviewers of the previous editions for their help and advice.

Supplements.

I maintain a World Wide Web site with electronic supplements to the
text, at http://www.math.uiowa.edu/~goodman. Materials available
at this site may include

� Color versions of graphics from the text and manipulable three-
dimensional graphics

� Programs for algebraic computations
� Errata

ix
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x PREFACE

I would be grateful for any comments on the text, reports of errors, and
suggestions for improvements. I am currently distributing this text elec-
tronically, and this means that I can provide frequent updates and correc-
tions. Please write if you would like a better text next semester! I thank
those students and instructors who have written me in the past.

Frederick M. Goodman
goodman@math.uiowa.edu
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A Note to the Reader
I would like to show you a passage from one of my favorite books, A River
Runs Through It, by Norman Maclean. The narrator Norman is fishing
with his brother Paul on a mountain river near their home in Montana. The
brothers have been fishing a “hole” blessed with sunlight and a hatch of
yellow stone flies, on which the fish are vigorously feeding. They descend
to the next hole downstream, where the fish will not bite. After a while
Paul, who is fishing the opposite side of the river, makes some adjustment
to his equipment and begins to haul in one fish after another. Norman
watches in frustration and admiration, until Paul wades over to his side of
the river to hand him a fly:

He gave me a pat on the back and one of George’s No. 2 Yel-
low Hackles with a feather wing. He said, “They are feeding on
drowned yellow stone flies.”

I asked him, “How did you think that out?”
He thought back on what had happened like a reporter. He

started to answer, shook his head when he found he was wrong,
and then started out again. “All there is to thinking,” he said, “is
seeing something noticeable which makes you see something you
weren’t noticing which makes you see something that isn’t even
visible.”

I said to my brother, “Give me a cigarette and say what you
mean.”

“Well,” he said, “the first thing I noticed about this hole was
that my brother wasn’t catching any. There’s nothing more notice-
able to a fisherman than that his partner isn’t catching any.

“This made me see that I hadn’t seen any stone flies flying
around this hole.”

Then he asked me, “What’s more obvious on earth
than sunshine and shadow, but until I really saw that there were no
stone flies hatching here I didn’t notice that the upper hole where
they were hatching was mostly in sunshine and this hole was in
shadow.”

I was thirsty to start with, and the cigarette made my mouth
drier, so I flipped the cigarette into the water.

xi
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xii A NOTE TO THE READER

“Then I knew,” he said, “if there were flies in this hole they had
to come from the hole above that’s in the sunlight where there’s
enough heat to make them hatch.

“After that, I should have seen them dead in the water. Since I
couldn’t see them dead in the water, I knew they had to be at least
six or seven inches under the water where I couldn’t see them. So
that’s where I fished.”

He leaned against the rock with his hands behind his head to
make the rock soft. “Wade out there and try George’s No. 2,” he
said, pointing at the fly he had given me. 1

In mathematical practice the typical experience is to be faced by a
problem whose solution is an mystery: The fish won’t bite. Even if you
have a toolbox full of methods and rules, the problem doesn’t come labeled
with the applicable method, and the rules don’t seem to fit. There is no
other way but to think things through for yourself.

The purpose of this course is to introduce you to the practice of mathe-
matics; to help you learn to think things through for yourself; to teach you
to see “something noticeable which makes you see something you weren’t
noticing which makes you see something that isn’t even visible.” And then
to explain accurately what you have understood.

Not incidentally, the course aims to show you some algebraic and geo-
metric ideas that are interesting and important and worth thinking about.

It’s not at all easy to learn to work things out for yourself, and it’s not
at all easy to explain clearly what you have worked out. These arts have to
be learned by thoughtful practice.

You must have patience, or learn patience, and you must have time.
You can’t learn these things without getting frustrated, and you can’t learn
them in a hurry. If you can get someone else to explain how to do the
problems, you will learn something, but not patience, and not persistence,
and not vision. So rely on yourself as far as possible.

But rely on your teacher as well. Your teacher will give you hints,
suggestions, and insights that can help you see for yourself. A book alone
cannot do this, because it cannot listen to you and respond.

I wish you success, and I hope you will someday fish in waters not yet
dreamed of. Meanwhile, I have arranged a tour of some well known but
interesting streams.

1From Norman Maclean, A River Runs Through It, University of Chicago Press, 1976.
Reprinted by permission.
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CHAPTER 1

Algebraic Themes
The first task of mathematics is to understand the “found” objects in the
mathematical landscape. We have to try to understand the integers, the
rational numbers, polynomials, matrices, and so forth, because they are
“there.” In this chapter we will examine objects that are familiar and con-
crete, but we will sometimes pose questions about them that are not so
easy to answer. Our purpose is to introduce the algebraic themes that will
be studied in the rest of the text, but also to begin the practice of looking
closely and exactly at concrete situations.

We begin by looking into the idea of symmetry. What is more familiar
to us than the symmetry of faces and flowers, of balls and boxes, of virtu-
ally everything in our biological and manufactured world? And yet, if we
ask ourselves what we actually mean by symmetry, we may find it quite
hard to give an adequate answer. We will soon see that symmetry can be
given an operational definition, which will lead us to associate an algebraic
structure with each symmetric object.

1.1. What Is Symmetry?
What is symmetry? Imagine some symmetric objects and some nonsym-
metric objects. What makes a symmetric object symmetric? Are different
symmetric objects symmetric in different ways?

The goal of this book is to encourage you to think things through for
yourself. Take some time, and consider these questions for yourself. Start
by making a list of symmetric objects: a sphere, a circle, a cube, a square,
a rectangle, a rectangular box, etc. What do we mean when we say that
these objects are symmetric? How is symmetry a common feature of these
objects? How do the symmetries of the different objects differ?

Close the book and take some time to think about these questions be-
fore going on with your reading.

1
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2 1. ALGEBRAIC THEMES

As an example of a symmetric object, let us take a (nonsquare, blank,
undecorated) rectangular card. What makes the card symmetric? The
rather subtle answer adopted by mathematicians is that the card admits
motions that leave its appearance unchanged. For example, if I left the
room, you could secretly rotate the card by � radians (180 degrees) about
the axis through two opposite edges, as shown in Figure 1.1.1, and when I
returned, I could not tell that you had moved the card.

Figure 1.1.1. A symmetry

A symmetry is an undetectable motion. An object is symmetric if it has
symmetries. 1

In order to examine this idea, work through the following exercises
before continuing with your reading.

1 We have to choose whether to idealize the card as a two–dimensional object (which
can only be moved around in a plane) or to think of it as a thin three–dimensional object
(which can be moved around in space). I choose to regard it as three–dimensional.

A related notion of symmetry involves reflections of the card rather than motions.
I propose to ignore reflections for the moment in order to simplify matters, but to bring
reflection symmetry into the picture later. You can see, by the way, that reflection symmetry
and motion symmetry are different notions by considering a human face; a face has left-
right symmetry, but there is no actual motion of a face that is a symmetry.
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1.2. SYMMETRIES OF THE RECTANGLE AND THE SQUARE 3

Exercises 1.1

1.1.1. Catalog all the symmetries of a (nonsquare) rectangular card. Get a
card and look at it. Turn it about. Mark its parts as you need. Write out
your observations and conclusions.

1.1.2. Do the same for a square card.

1.1.3. Do the same for a brick (i.e., a rectangular solid with three unequal
edges). Are the symmetries the same as those of a rectangular card?

1.2. Symmetries of the Rectangle and the Square
What symmetries did you find for the rectangular card? Perhaps you found
exactly three motions: two rotations of � (that is, 180 degrees) about axes
through centers of opposite edges, and one rotation of � about an axis
perpendicular to the faces of the card and passing through the centroids2

of the faces (see Figure 1.2.1).

Figure 1.2.1. Symmetries of the rectangle

It turns out to be essential to include the nonmotion as well, that is, the
rotation through 0 radians about any axis of your choice. One of the things
that you could do to the card while I am out of the room is nothing. When
I returned I could not tell that you had done nothing rather than something;
nothing is also undetectable.

Including the nonmotion, we can readily detect four different symme-
tries of the rectangular card.3

However, another sensible answer is that there are infinitely many
symmetries. As well as rotating by � about one of the axes, you could

2The centroid is the center of mass; the centroid of a rectangle is the intersection of
the two diagonals.

3Later we will take up the issue of why there are exactly four.
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4 1. ALGEBRAIC THEMES

rotate by �� , ˙2� , ˙3�; : : : . (Rotating by �� means rotating by � in
the opposite sense.)

Which is it? Are there four symmetries of the rectangular card, or are
there infinitely many symmetries? Since the world doesn’t come equipped
with a solutions manual, we have to make our own choice and see what the
consequences are.

To distinguish only the four symmetries does turn out to lead to a rich
and useful theory, and this is the choice that I will make here. With this
choice, we have to consider rotation by 2� about one of the axes the same
as the nonmotion, and rotation by �3� the same as rotation by � . Essen-
tially, our choice is to disregard the path of the motion and to take into
account only the final position of the parts of the card. When we rotate by
�3� or by � , all the parts of the card end up in the same place.

Another issue is whether to include reflection symmetries as well as
rotation symmetries, and as I mentioned previously, I propose to exclude
reflection symmetries temporarily, for the sake of simplicity.

Making the same choices regarding the square card (to include the
nonmotion, to distinguish only finitely many symmetries, and to exclude
reflections), you find that there are eight symmetries of the square: There
is the non-motion, and the rotations by �=2; � , or 3�=2 about the axis
perpendicular to the faces and passing through their centroids; and there
are two “flips” (rotations of �) about axes through centers of opposite
edges, and two more flips about axes through opposite corners.4 (See Fig-
ure 1.2.2.)

Figure 1.2.2. Symmetries of the square

Here is an essential observation: If I leave the room and you perform
two undetectable motions one after the other, I will not be able to detect the
result. The result of two symmetries one after the other is also a symmetry.

Let’s label the three nontrivial rotations of the rectangular card by r1,
r2; and r3, as shown in Figure 1.2.3 on the next page, and let’s call the

4Again, we will consider later why these are all the symmetries.
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1.2. SYMMETRIES OF THE RECTANGLE AND THE SQUARE 5

nonmotion e. If you perform first r1, and then r2, the result must be one of
r1; r2; r3; or e (because these are all of the symmetries of the card). Which
is it? I claim that it is r3. Likewise, if you perform first r2 and then r3,
the result is r1. Take your rectangular card in your hands and verify these
assertions.

r2
r1

r3

Figure 1.2.3. Labeling symmetries of the rectangle.

So we have a “multiplication” of symmetries by composition: The
product xy of symmetries x and y is the symmetry “first do y and then
do x.” (The order is a matter of convention; the other convention is also
possible.)

Your next investigation is to work out all the products of all the sym-
metries of the rectangular card and of the square card. A good way to
record the results of your investigation is in a multiplication table: Label
rows and columns of a square table by the various symmetries; for the rec-
tangle you will have four rows and columns, for the square eight rows and
columns. In the cell of the table in row x and column y record the product
xy. For example, in the cell in row r1 and column r2 in the table for the
rectangle, you will record the symmetry r3; see Figure 1.2.4. Your job is
to fill in the rest of the table.

e r1 r2 r3

e

r1 r3
r2
r3

Figure 1.2.4. Beginning of the multiplication table for symme-
tries of the rectangle.

When you are finished with the multiplication table for symmetries of
the rectangular card, continue with the table for the square card. You will
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6 1. ALGEBRAIC THEMES

have to choose some labeling for the eight symmetries of the square card
in order to begin to work out the multiplication table. In order to compare
our results, it will be helpful if we agree on a labeling beforehand.

b

a

r

d
c

Figure 1.2.5. Labeling symmetries of the square.

Call the rotation by �=2 around the axis through the centroid of the
faces r . The other rotations around this same axis are then r2 and r3; we
don’t need other names for them. Call the nonmotion e. Call the rotations
by � about axes through centers of opposite edges a and b, and the rota-
tions by � about axes through opposite vertices c and d . Also, to make
comparing our results easier, let’s agree to list the symmetries in the or-
der e; r; r2; r3; a; b; c; d in our tables (Figure 1.2.5). I have filled in a few
entries of the table to help you get going (Figure 1.2.6). Your job is to
complete the table.

e r r2 r3 a b c d

e r3

r r a

r2 a

r3

a

b

c e

d r2

Figure 1.2.6. Beginning of the multiplication table for symme-
tries of the square.

Before going on with your reading, stop here and finish working out
the multiplication tables for the symmetries of the rectangular and square
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1.3. MULTIPLICATION TABLES 7

cards. For learning mathematics, it is essential to work things out for your-
self.

1.3. Multiplication Tables
In computing the multiplication tables for symmetries of the rectangle and
square, we have to devise some sort of bookkeeping device to keep track of
the results. One possibility is to “break the symmetry” by labeling parts of
the rectangle or square. At the risk of overdoing it somewhat, I’m going to
number both the locations of the four corners of the rectangle or square and
the corners themselves. The numbers on the corners will travel with the
symmetries of the card; those on the locations stay put. See Figure 1.3.1,
where the labeling for the square card is shown.

1

2

3

4
1

2

3

4

Figure 1.3.1. Breaking of symmetry

1

2

3

4
1

2

3

4

r2

�!

3

4

1

2
1

2

3

4

Figure 1.3.2. The symmetry r2.

The various symmetries can be distinguished by the location of the num-
bered corners after performing the symmetry, as in Figure 1.3.2.
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8 1. ALGEBRAIC THEMES

You can make a list of where each of the eight symmetries send the
numbered vertices, and then you can compute products by diagrams as in
Figure 1.3.3. Comparing Figures 1.3.2 and 1.3.3, you see that cd D r2.

1

2

3

4
1

2

3

4

d
�!

3

2

1

4
1

2

3

4

c
�!

3

4

1

2
1

2

3

4

Figure 1.3.3. Computation of a product.

The multiplication table for the symmetries of the rectangle is shown
in Figure 1.3.4.

e r1 r2 r3

e e r1 r2 r3
r1 r1 e r3 r2
r2 r2 r3 e r1
r3 r3 r2 r1 e

Figure 1.3.4. Multiplication table for symmetries of the rectangle.

There is a straightforward rule for computing all of the products: The
square of any element is the nonmotion e. The product of any two elements
other than e is the third such element.

Note that in this multiplication table, it doesn’t matter in which order
the elements are multiplied. The product of two elements in either order is
the same. This is actually unusual; generally order does matter.
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1.3. MULTIPLICATION TABLES 9

The multiplication table for the symmetries of the square card is shown
in Figure 1.3.5.

e r r2 r3 a b c d

e e r r2 r3 a b c d

r r r2 r3 e d c a b

r2 r2 r3 e r b a d c

r3 r3 e r r2 c d b a

a a c b d e r2 r r3

b b d a c r2 e r3 r

c c b d a r3 r e r2

d d a c b r r3 r2 e

Figure 1.3.5. Multiplication table for symmetries of the square.

This table has the following properties, which I have emphasized by
choosing the order in which to write the symmetries: The product of two
powers of r (i.e., of two rotations around the axis through the centroid
of the faces) is again a power of r . The square of any of the elements
fa; b; c; dg is the nonmotion e. The product of any two of fa; b; c; dg is a
power of r , while the product of a power of r and one of fa; b; c; dg (in
either order) is again one of fa; b; c; dg.

Actually this last property is obvious, without doing any close compu-
tation of the products, if we think as follows: The symmetries fa; b; c; dg

exchange the two faces (i.e., top and bottom) of the square card, while the
powers of r do not. So, for example, the product of two symmetries that
exchange the faces leaves the upper face above and the lower face below,
so it has to be a power of r .

Notice that in this table, order in which symmetries are multiplied does
matter. For example, ra D d , whereas ar D c.

We end this section by observing the following more or less obvious
properties of the set of symmetries of a geometric figure (such as a square
or rectangular card):

1. The product of three symmetries is independent of how the three
are associated: The product of two symmetries followed by a
third gives the same result as the first symmetry followed by the
product of the second and third. This is the associative law for
multiplication. In notation, the law is expressed as s.tu/ D .st/u

for any three symmetries s; t; u.
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10 1. ALGEBRAIC THEMES

2. The nonmotion e composed with any other symmetry (in either
order) is the second symmetry. In notation, eu D ue D u for
any symmetry u.

3. For each symmetry there is an inverse, such that the composition
of the symmetry with its inverse (in either order) is the nonmo-
tion e. (The inverse is just the reversed motion; the inverse of a
rotation about a certain axis is the rotation about the same axis
by the same angle but in the opposite sense.) One can denote the
inverse of a symmetry u by u�1. Then the relation satisfied by u
and u�1 is uu�1 D u�1u D e.

Later we will pay a great deal of attention to consequences of these
apparently modest observations.

Exercises 1.3

1.3.1. List the symmetries of an equilateral triangular plate (there are six)
and work out the multiplication table for the symmetries. (See Figure 1.3.6.)

a

b

c

r

Figure 1.3.6. Symmetries of an equilateral triangle

1.3.2. Consider the symmetries of the square card.
(a) Show that any positive power of r must be one of fe; r; r2; r3g.

First work out some examples, say through r10. Show that for
any natural number k, rk D rm, where m is the nonnegative
remainder after division of k by 4.

(b) Observe that r3 is the same symmetry as the rotation by �=2
about the axis through the centroid of the faces of the square, in
the clockwise sense, looking from the top of the square; that is,
r3 is the opposite motion to r , so r3 D r�1.
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1.4. SYMMETRIES AND MATRICES 11

Define r�k D .r�1/k for any positive integer k. Show that
r�k D r3k D rm, where m is the unique element of f0; 1; 2; 3g

such that mC k is divisible by 4.

1.3.3. Here is another way to list the symmetries of the square card that
makes it easy to compute the products of symmetries quickly.

(a) Verify that the four symmetries a; b; c; and d that exchange the
top and bottom faces of the card are a; ra; r2a; and r3a, in some
order. Which is which? Thus a complete list of the symmetries
is

fe; r; r2; r3; a; ra; r2a; r3ag:

(b) Verify that ar D r�1a D r3a:

(c) Conclude that ark D r�ka for all integers k.
(d) Show that these relations suffice to compute any product.

1.4. Symmetries and Matrices
While looking at some examples, we have also been gradually refining our
notion of a symmetry of a geometric figure. In fact, we are developing
a mathematical model for a physical phenomenon — the symmetry of a
physical object such as a ball or a brick or a card. So far, we have decided
to pay attention only to the final position of the parts of an object, and to
ignore the path by which they arrived at this position. This means that a
symmetry of a figure R is a transformation or map from R to R. We have
also implicitly assumed that the symmetries are rigid motions; that is, we
don’t allow our objects to be distorted by a symmetry.

We can formalize the idea that a transformation is rigid or nondis-
torting by the requirement that it be distance preserving or isometric. A
transformation � W R ! R is called an isometry if for all points a;b 2 R,
we have d.�.a/; �.b// D d.a;b/, where d denotes the usual Euclidean
distance function.

We can show that an isometry � W R ! R3 defined on a subset R of
R3 always extends to an affine isometry of R3. That is, there is a vector
b and a linear isometry T W R3 ! R3 such that �.x/ D b C T .x/ for
all x 2 R. Moreover, if R is not contained in any two–dimensional plane,
then the affine extension is uniquely determined by � . (Note that if 0 2 R

and �.0/ D 0, then we must have b D 0, so � extends to a linear isometry
of R3.) These facts are established in Section 11.1; for now we will just
assume them.

Now suppose that R is a (square or a nonsquare) rectangle, which we
suppose lies in the .x; y/–plane, in three–dimensional space. Consider an
isometry � W R ! R. We can show that � must map the set of vertices
of R to itself. (It would certainly be surprising if a symmetry did not
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12 1. ALGEBRAIC THEMES

map vertices to vertices!) Now there is exactly one point in R that is
equidistant from the four vertices; this is the centroid of the figure, which
is the intersection of the two diagonals of R. Denote the centroid C . What
is �.C /? Since � is an isometry and maps the set of vertices to itself, �.C /
is still equidistant from the four vertices, so �.C / D C . We can assume
without loss of generality that the figure is located with its centroid at 0,
the origin of coordinates. It follows from the results quoted in the previous
paragraph that � extends to a linear isometry of R3.

The same argument and the same conclusion are valid for many other
geometric figures (for example, polygons in the plane, or polyhedra in
space). For such figures, there is (at least) one point that is mapped to
itself by every symmetry of the figure. If we place such a point at the
origin of coordinates, then every symmetry of the figure extends to a linear
isometry of R3.

Let’s summarize with a proposition:

Proposition 1.4.1. Let R denote a polygon or a polyhedron in three–
dimensional space, located with its centroid at the origin of coordinates.
Then every symmetry of R is the restriction to R of a linear isometry of
R3.

Since our symmetries extend to linear transformations of space, they
are implemented by 3-by-3 matrices. That is, for each symmetry � of one
of our figures, there is an (invertible) matrix A such that for all points x in
our figure, �.x/ D Ax.5

Here is an important observation: Let �1 and �2 be two symmetries of
a three-dimensional object R. Let T1 and T2 be the (uniquely determined)
linear transformations of R3, extending �1 and �2. The composed linear
transformation T1T2 is then the unique linear extension of the composed
symmetry �1�2. Moreover, if A1 and A2 are the matrices implementing T1
and T2, then the matrix product A1A2 implements T1T2. Consequently,
we can compute the composition of symmetries by computing the product
of the corresponding matrices.

This observation gives us an alternative, and more or less automatic,
way to do the bookkeeping for composing symmetries.

Let us proceed to find, for each symmetry of the square or rectangle,
the matrix that implements the symmetry.

5A brief review of elementary linear algebra is provided in Appendix E.
We still have a slight problem with nonuniqueness of the linear transformation im-

plementing a symmetry of a two–dimensional object such as the rectangle or the square.
However, if we insist on implementing our symmetries by rotational transformations of
space, then the linear transformation implementing each symmetry is unique.
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1.4. SYMMETRIES AND MATRICES 13

We can arrange that the figure (square or rectangle) lies in the .x; y/–
plane with sides parallel to the coordinate axes and centroid at the origin
of coordinates. Then certain axes of symmetry will coincide with the co-
ordinate axes. For example, we can orient the rectangle in the plane so that
the axis of rotation for r1 coincides with the x–axis, the axis of rotation for
r2 coincides with the y–axis, and the axis of rotation for r3 coincides with
the z–axis.

The rotation r1 leaves the x–coordinate of a point in space unchanged
and changes the sign of the y– and z–coordinates. We want to compute
the matrix that implements the rotation r1, so let us recall how the standard
matrix of a linear transformation is determined. Consider the standard
basis of R3:

Oe1 D

2410
0

35 Oe2 D

2401
0

35 Oe3 D

2400
1

35 :
If T is any linear transformation of R3, then the 3-by-3 matrix MT with
columns T . Oe1/; T . Oe2/, and T . Oe3/ satisfies MTx D T .x/ for all x 2 R3.
Now we have

r1. Oe1/ D Oe1; r1. Oe2/ D � Oe2; and r1. Oe3/ D � Oe3;

so the matrix R1 implementing the rotation r1 is

R1 D

241 0 0

0 �1 0

0 0 �1

35 :
Similarly, we can trace through what the rotations r2 and r3 do in terms

of coordinates. The result is that the matrices

R2 D

24�1 0 0

0 1 0

0 0 �1

35 and R3 D

24�1 0 0

0 �1 0

0 0 1

35
implement the rotations r2 and r3. Of course, the identity matrix

E D

241 0 0

0 1 0

0 0 1

35
implements the nonmotion. Now you can check that the square of any of
the Ri ’s is E and the product of any two of the Ri ’s is the third. Thus the
matrices R1; R2; R3, and E have the same multiplication table (using ma-
trix multiplication) as do the symmetries r1; r2; r3, and e of the rectangle,
as expected.

Let us similarly work out the matrices for the symmetries of the square:
Choose the orientation of the square in space so that the axes of symmetry
for the rotations a, b, and r coincide with the x–, y–, and z–axes, respec-
tively.
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Then the symmetries a and b are implemented by the matrices

A D

241 0 0

0 �1 0

0 0 �1

35 B D

24�1 0 0

0 1 0

0 0 �1

35 :
The rotation r is implemented by the matrix

R D

240 �1 0

1 0 0

0 0 1

35 ;
and powers of r by powers of this matrix

R2 D

24�1 0 0

0 �1 0

0 0 1

35 and R3 D

24 0 1 0

�1 0 0

0 0 1

35 :
The symmetries c and d are implemented by matrices

C D

24 0 �1 0

�1 0 0

0 0 �1

35 and D D

240 1 0

1 0 0

0 0 �1

35 :
Therefore, the set of matrices fE;R;R2; R3; A; B; C;Dg necessarily

has the same multiplication table (under matrix multiplication) as does
the corresponding set of symmetries fe; r; r2; r3; a; b; c; dg. So we could
have worked out the multiplication table for the symmetries of the square
by computing products of the corresponding matrices. For example, we
compute that CD D R2 and can conclude that cd D r2.

We can now return to the question of whether we have found all the
symmetries of the rectangle and the square. We suppose, as before, that
the figure (square or rectangle) lies in the .x; y/–plane with sides parallel
to the coordinate axes and centroid at the origin of coordinates. Any sym-
metry takes vertices to vertices, and line segments to line segments (see
Exercise 1.4.4), and so takes edges to edges. Since a symmetry is an isom-
etry, it must take each edge to an edge of the same length, and it must take
the midpoints of edges to midpoints of edges. Let 2` and 2w denote the
lengths of the edges; for the rectangle ` ¤ w, and for the square ` D w.
The midpoints of the edges are at ˙` Oe1 and ˙w Oe2. A symmetry � is de-
termined by �.` Oe1/ and �.w Oe2/, since the symmetry is linear and these
two vectors are a basis of the plane, which contains the figure R.

For the rectangle, �.` Oe1/ must be ˙` Oe1, since these are the only two
midpoints of edges length 2w. Likewise, �.w Oe2/ must be ˙w Oe2, since
these are the only two midpoints of edges length 2`. Thus there are at
most four possible symmetries of the rectangle. Since we have already
found four distinct symmetries, there are exactly four.
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1.4. SYMMETRIES AND MATRICES 15

For the square (with sides of length 2w), �.w Oe1/ and �.w Oe2/ must
be contained in the set f˙w Oe1;˙w Oe2g. Furthermore if �.w Oe1/ is ˙w Oe1,
then �.w Oe2/ is ˙w Oe2; and if �.w Oe1/ is ˙w Oe2, then �.w Oe2/ is ˙w Oe1.
Thus there are at most eight possible symmetries of the square. As we
have already found eight distinct symmetries, there are exactly eight.

Exercises 1.4

1.4.1. Work out the products of the matrices E, R, R2,R3, A, B , C , D,
and verify that these products reproduce the multiplication table for the
symmetries of the square, as expected. (Instead of computing all 64 prod-
ucts, compute “sufficiently many” products, and show that your computa-
tions suffice to determine all other products.)

1.4.2. Find matrices implementing the six symmetries of the equilateral
triangle. (Compare Exercise 1.3.1.) In order to standardize our notation
and our coordinates, let’s agree to put the vertices of the triangle at .1; 0; 0/,
.�1=2;

p
3=2; 0/, and .�1=2;�

p
3=2; 0/. (You may have to review some

linear algebra in order to compute the matrices of the symmetries; review
how to get the matrix of a linear transformation, given the way the transfor-
mation acts on a basis.) Verify that the products of the matrices reproduce
the multiplication table for the symmetries of the equilateral triangle.

1.4.3. Let T .x/ D Ax C b be an invertible affine transformation of R3.
Show that T �1 is also affine.

The next four exercises outline an approach to showing that a sym-
metry of a rectangle or square sends vertices to vertices. The approach is
based on the notion of convexity.

1.4.4. A line segment Œa1; a2� in R3 is the set

Œa1; a2� D fsa1 C .1 � s/a2 W 0 � s � 1g:

Show that if T .x/ D Ax C b is an affine transformation of R3, then
T .Œa1; a2�/ D ŒT .a1/; T .a2/�.

1.4.5. A subset R � R3 is convex if for all a1; a2 2 R, the segment
Œa1; a2� is a subset of R. Show that if R is convex and T .x/ D Ax C b is
an affine transformation of R3, then T .R/ is convex.

1.4.6. A vertex v of a convex set R can be characterized by the following
property: If a1 and a2 are elements of R and v 2 Œa1; a2�, then a1 D a2.
That is, v is not contained in any nontrivial line segment inR. Show that if
v is a vertex of a convex set R, and T .x/ D Ax C b is an invertible affine
transformation of R3, then T .v/ is a vertex of the convex set T .R/.
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1.4.7. Let � be symmetry of a convex subset of R3. Show that � maps
vertices ofR to vertices. (In particular, a symmetry of a rectangle or square
maps vertices to vertices.)

1.4.8. Show that there are exactly six symmetries of an equilateral triangle.

1.5. Permutations
Suppose that I put three identical objects in front of you on the table:

This configuration has symmetry, regardless of the nature of the objects or
their relative position, just because the objects are identical. If you glance
away, I could switch the objects around, and when you look back you
could not tell whether I had moved them. There is a remarkable insight
here: Symmetry is not intrinsically a geometric concept.

What are all the symmetries of the configuration of three objects? Any
two objects can be switched while the third is left in place; there are three
such symmetries. One object can be put in the place of a second, the sec-
ond in the place of the third, and the third in the place of the first; There are
two possibilities for such a rearrangement (corresponding to the two ways
to traverse the vertices of a triangle). And there is the nonrearrangement,
in that all the objects are left in place. So there are six symmetries in all.

The symmetries of a configuration of identical objects are called per-
mutations.

What is the multiplication table for the set of six permutations of three
objects? Before we can work this out, we have to devise some sort of
bookkeeping system. Let’s number not the objects but the three positions
they occupy. Then we can describe each symmetry by recording for each
i , 1 � i � 3, the final position of the object that starts in position i . For
example, the permutation that switches the objects in positions 1 and 3 and
leaves the object in position 2 in place will be described by�

1 2 3

3 2 1

�
:
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The permutation that moves the object in position 1 to position 2, that in
position 2 to position 3, and that in position 3 to position 1 is denoted by�

1 2 3

2 3 1

�
:

With this notation, the six permutations of three objects are�
1 2 3

1 2 3

� �
1 2 3

2 3 1

� �
1 2 3

3 1 2

�
�
1 2 3

2 1 3

� �
1 2 3

1 3 2

� �
1 2 3

3 2 1

�
:

The product of permutations is computed by following each object as
it is moved by the two permutations. If the first permutation moves an
object from position i to position j and the second moves an object from
position j to position k, then the composition moves an object from i to
k. For example, �

1 2 3

2 3 1

��
1 2 3

1 3 2

�
D

�
1 2 3

2 1 3

�
:

Recall our convention that the element on the right in the product is the
first permutation and that on the left is the second. Given this bookkeeping
system, you can now write out the multiplication table for the six permu-
tations of three objects (Exercise 1.5.1.) We can match up permutations of
three objects with symmetries of an equilateral triangle, so that the multi-
plication tables match up as well; see Exercise 1.5.2.

Notice that the order in which permutations are multiplied matters in
general. For example,�

1 2 3

2 1 3

��
1 2 3

2 3 1

�
D

�
1 2 3

1 3 2

�
;

but �
1 2 3

2 3 1

��
1 2 3

2 1 3

�
D

�
1 2 3

3 2 1

�
:

For any natural number n, the permutations of n identical objects
can be denoted by two-line arrays of numbers, containing the numbers
1 through n in each row. If a permutation � moves an object from position
i to position j , then the corresponding two line array has j positioned be-
low i . The numbers in the first row are generally arranged in increasing
order, but this is not essential. Permutations are multiplied or composed
according to the same rule as given previously for permutations of three
objects. For example, we have the following product of permutations of
seven objects:
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�
1 2 3 4 5 6 7

3 2 1 7 4 5 6

��
1 2 3 4 5 6 7

4 3 1 2 6 5 7

�
D

�
1 2 3 4 5 6 7

7 1 3 2 5 4 6

�
:

The set of permutations of n identical objects shares the following
properties with the set of symmetries of a geometric figure:

1. The multiplication of permutations is associative.
2. There is an identity permutation e, which leaves each object in

its original position. The product of e with any other permutation
� , in either order, is � .

3. For each permutation � , there is an inverse permutation ��1,
which “undoes” � . For all i; j , if � moves an object from posi-
tion i to position j , then ��1 moves an object from position j to
position i . The product of � with ��1, in either order, is e.

A slightly different point of view makes these properties even more
evident.

Recall that a function (or map) f W X ! Y is one to one (or injective)
if f .x1/ ¤ f .x2/ whenever x1 ¤ x2 are distinct elements of X .6 A map
f W X ! Y is said to be onto (or surjective) if the range of f is all of
Y ; that is, for each y 2 Y , there is an x 2 X such that f .x/ D y. A
map f W X ! Y is called invertible (or bijective) if it is both injective
and surjective. For each invertible map f W X ! Y , there is a map
f �1 W Y ! X called the inverse of f and satisfying f ı f �1 D idY and
f �1 ı f D idX . Here idX denotes the identity map idX W x 7! x on X
and similarly idY denotes the identity map on Y . For y 2 Y , f �1.y/ is
the unique element of X such thatf .x/ D y.

Now consider maps from a setX to itself. Maps fromX to itself can be
composed, and composition of maps is associative. If f and g are bijective
maps on X , then the composition f ı g is also bijective (with inverse
g�1 ı f �1). Denote the set of bijective maps from X to X by Sym.X/,
short for “symmetries of X .” Sym.X/ satisfies the following properties:

1. Composition of maps defines an associative product on the set
Sym.X/.

2. The identity map idX is the identity element for this product; that
is, for any f 2 Sym.X/, the composition of idX with f , in either
order, is f .

3. The inverse of a map is the inverse for this product; that is, for
any f 2 Sym.X/, the composition of f and f �1, in either order,
is idX .

6Sets and functions are discussed in Appendix B.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 19 — #31 i
i

i
i

i
i
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Now a permutation of n objects can be identified with a bijective func-
tion on the set f1; 2; : : : ; ng; the permutation moves an object from position
i to position j if the function maps i to j . For example, the permutation

� D

�
1 2 3 4 5 6 7

4 3 1 2 6 5 7

�
in S7 is identified with the bijective map of f1; 2; : : : ; 7g that sends 1 to
4, 2, to 3, 3 to 1, and so on. It should be clear, upon reflection, that the
multiplication of permutations is the same as the composition of bijective
maps. Thus the three properties listed for permutations follow immediately
from the corresponding properties of bijective maps.

We generally write Sn for the permutations of a set of n elements rather
than Sym.f1; 2; : : : ; ng/. It is not difficult to see that the size of Sn is
nŠ D n.n � 1/ � � � .2/.1/. In fact, the image of 1 under an invertible map
can be any of the n numbers 1; 2; : : : ; n; for each of these possibilities,
there are n � 1 possible images for 2, and so forth. When n is moderately
large, the set Sn of permutations is enormous; for example, the number of
permutations of a deck of 52 cards is .52/.51/ : : : .2/.1/ D

80658175170943878571660636856403766975289505440883277824000000000000:

We couldn’t begin to write out the multiplication table for S52 or even to
list the elements of S52, and yet S52 is not in principle a different sort of
object than S5 (for example), which has 120 elements.

There is an alternative notation for permutations that is convenient for
many purposes. I explain it by example. Consider the permutation

� D

�
1 2 3 4 5 6 7

4 3 1 2 6 5 7

�
in S7. This permutation takes 1 to 4, 4 to 2, 2 to 3, and 3 back to 1; it takes
5 to 6 and 6 back to 5; and it fixes (doesn’t move) 7. Correspondingly, we
write � D .1423/.56/.

A permutation such as
�
1 4 2 3

�
that permutes several numbers cycli-

cally (1 to 4, 4 to 2, 2 to 3, and 3 to 1) and leaves all other numbers
fixed is called a cycle. Note that

�
1 4 2 3

�
D
�
4 2 3 1

�
D
�
2 3 1 4

�
D�

3 1 4 2
�
. There is no preferred first entry in the notation for a cycle; only

the cyclic order of the entries matters.
Two cycles are called disjoint if each leaves fixed the numbers moved

by the other. The expression � D
�
1 4 2 3

� �
5 6
�

for � as a product of
disjoint cycles is called cycle notation.

Let’s check by example how permutations written in cycle notation are
multiplied.

Example 1.5.1. We compute the product��
1 3
� �
4 7 6 5

�� ��
1 4 2 3

� �
5 6
��
:
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Remember that in multiplying permutations, the permutation on the right
is taken first. The first of the permutations takes 1 to 4 and the second
takes 4 to 7, so the product takes 1 to 7. The first leaves 7 fixed and the
second takes 7 to 6, so the product takes 7 to 6. The first takes 6 to 5 and
the second takes 5 to 4, so the product takes 6 to 4. The first takes 4 to 2
and the second leaves 2 fixed, so the product takes 4 to 2. The first takes 2
to 3 and the second takes 3 to 1, so the product takes 2 to 1. This “closes
the cycle” .1 7 6 4 2/. The first permutation takes 5 to 6 and the second
takes 6 to 5, so the product fixes 5. The first takes 3 to 1 and the second
takes 1 to 3, so the product fixes 3. Thus the product is��

1 3
� �
4 7 6 5

�� ��
1 4 2 3

� �
5 6
��

D
�
1 7 6 4 2

�
:

Notice that the permutation � D
�
1 4 2 3

� �
5 6
�

is the product of
the cycles

�
1 4 2 3

�
and

�
5 6
�
. Disjoint cycles commute; their product is

independent of the order in which they are multiplied. For example,

Œ
�
1 4 2 3

�
�Œ
�
5 6
�
� D Œ

�
5 6
�
�Œ
�
1 4 2 3

�
� D

�
1 2 3 4 5 6 7

4 3 1 2 6 5 7

�
:

A permutation � is said to have order k if the kth power of � is the
identity and no lower power of � is the identity. A k-cycle (that is, a cycle
of length k) has order k. For example,

�
2 4 3 5

�
has order 4. A product of

disjoint cycles has order equal to the least common multiple of the lengths
of the cycles. For example,

�
2 4 3 5

� �
1 6
� �
7 9 10

�
has order 12, the least

common multiple of 4, 2, and 3.

Example 1.5.2. Consider the “perfect shuffle” of a deck of cards contain-
ing 2n cards. The deck is first cut perfectly, with the half deck consisting
of the first n cards placed on the left and the half deck consisting of the
last n cards placed on the right. The two half decks are then interlaced, the
first card from the right going on top, then the first card from the left, then
the second card from the right, and so forth. For example, with a deck of
10 cards, the perfect shuffle is the permutation�

1 2 3 4 5 6 7 8 9 10

2 4 6 8 10 1 3 5 7 9

�
D
�
1 2 4 8 5 10 9 7 3 6

�
:

Thus the order of the perfect shuffle of a deck of 10 cards is 10.
The perfect shuffle of a deck with 8 cards is the permutation�

1 2 3 4 5 6 7 8

2 4 6 8 1 3 5 7

�
D
�
1 2 4 8 7 5

� �
3 6

�
:

The order of the perfect shuffle of a deck of eight cards is 6.
It is an interesting project to investigate the order of the perfect shuffle

of decks of different sizes, as well as the decomposition of the perfect
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shuffle into a product of disjoint cycles. (We cannot help but be curious
about the order of the perfect shuffle of a standard deck of 52 cards.)7

Here is (the outline of) an algorithm for writing a permutation � 2 Sn
in cycle notation. Let a1 be the first number (1 � a1 � n) which is not
fixed by � . Write

a2 D �.a1/

a3 D �.a2/ D �.�.a1//

a4 D �.a3/ D �.�.�.a1///;

and so forth. The numbers
a1; a2; : : :

cannot be all distinct since each is in f1; 2; : : : ; ng. It follows that there is
a number k such that a1; a2; : : : ; ak are all distinct, and �.ak/ D a1. (Ex-
ercise 1.5.14). The permutation � permutes the numbers fa1; a2; : : : ; akg

among themselves, and the remaining numbers

f1; 2; : : : ; ng n fa1; a2; : : : ; akg

among themselves, and the restriction of � to fa1; a2; : : : ; akg is the cy-
cle .a1; a2; : : : ; ak/ (Exercise 1.5.13). If � fixes all numbers in
f1; 2; : : : ; ng n fa1; a2; : : : ; akg, then

� D .a1; a2; : : : ; ak/:

Otherwise, consider the first number b1 62 fa1; a2; : : : ; akg that is not fixed
by � . Write

b2 D �.b1/

b3 D �.b2/ D �.�.b1//

b4 D �.b3/ D �.�.�.b1///;

and so forth; as before, there is an integer l such that b1; : : : ; bl are all
distinct and �.bl/ D b1. Now � permutes the numbers

fa1; a2; : : : ; akg [ fb1; : : : ; blg

among themselves, and the remaining numbers

f1; 2; : : : ; ng n .fa1; a2; : : : ; akg [ fb1; : : : ; blg/

among themselves; furthermore, the restriction of � to

fa1; a2; : : : ; akg [ fb1; : : : ; blg

is the product of disjoint cycles

.a1; a2; : : : ; ak/.b1; : : : ; bl/:

7A sophisticated analysis of the mathematics of card shuffling is carried out in D.
Aldous and P. Diaconis, “Shuffling cards and stopping times,” Amer. Math. Monthly, 93
(1986), no. 5, 333–348.
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Continue in this way until � has been written as a product of disjoint cy-
cles.

Let me show you how to express the idea of the algorithm a little more
formally and also more concisely, using mathematical induction.8 In the
preceding explanation, the phrase “continue in this way” is a signal that to
formalize the argument it is necessary to use induction.

Because disjoint cycles �1 and �2 commute (�1�2 D �2�1, Exercise
1.5.13), uniqueness in the following statement means uniqueness up to or-
der; the factors are unique, and the order in which the factors are written
is irrelevant. Also note that .a1; a2; : : : ; ak/ is the same cyclic permuta-
tion as .a2; : : : ; ak; a1/, and there is no preferred first entry in the cycle
notation. Finally, in order not to have to make an exception for the identity
element e, we regard e as the product of the empty collection of cycles.

Theorem 1.5.3. Every permutation of a finite set can be written uniquely
as a product of disjoint cycles.

Proof. We prove by induction on the cardinality of a finite set X that ev-
ery permutation in Sym.X/ can be written uniquely as a product of disjoint
cycles.9 If jX j D 1, there is nothing to do, since the only permutation of
X is the identity e. Suppose, therefore, that the result holds for all fi-
nite sets of cardinality less than jX j. Let � be a nonidentity permutation
of X . Choose x0 2 X such that �.x0/ ¤ x0. Denote x1 D �.x0/,
x2 D �.x1/, and so forth. Since jX j is finite, there is a number k such
that x0; x1; : : : ; xk are all distinct and �.xk/ D x0. See Exercise 1.5.14.
The sets X1 D fx0; x1; : : : ; xkg and X2 D X n X1 are each invariant un-
der � ; that is, �.Xi / D Xi for i D 1; 2, and therefore � is the product
of �1 D �jX1

and �2 D �jX2
. See Exercise 1.5.13. But �1 is the cy-

cle .x0; x1; : : : ; xk/, and by the induction hypothesis �2 is a product of
disjoint cycles. Hence � is also a product of disjoint cycles.

The uniqueness statement follows from a variation on the same argu-
ment: The cycle containing x0 is uniquely determined by the list x0; x1; : : : .
Any expression of � as a product of disjoint cycles must contain this cy-
cle. The product of the remaining cycles in the expression yields �2; but by
the induction hypothesis, the decomposition of �2 as a product of disjoint
cycles is unique. Hence, the cycle decomposition of � is unique. n

8Mathematical induction is discussed in Appendix C.
9The cardinality of a finite set is just the number of elements in the set; we denote the

cardinality of X by jX j.
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Exercises 1.5

1.5.1. Work out the full multiplication table for the set of permutations of
three objects.

1.5.2. Compare the multiplication table of S3 with that for the set of sym-
metries of an equilateral triangular card. (See Figure 1.3.6 on page 10 and
compare Exercise 1.3.1.) Find an appropriate matching identification or
matching of elements of S3 with symmetries of the triangle that makes the
two multiplication tables agree.

1.5.3. Work out the decomposition in disjoint cycles for the following:

(a)
�
1 2 3 4 5 6 7

2 5 6 3 7 4 1

�
(b) .12/.12345/

(c) .14/.12345/

(d) .12/.2345/

(e) .13/.2345/

(f) .12/.23/.34/

(g) .12/.13/.14/

(h) .13/.1234/.13/

1.5.4. On the basis of your computations in Exercise 1.5.3, make some
conjectures about patterns for certain products of 2-cycles, and for certain
products of two-cycles and other cycles.

1.5.5. Show that any k-cycle .a1; : : : ; ak/ can be written as a product of
.k�1/ 2-cycles. Conclude that any permutation can be written as a product
of some number of 2-cycles. Hint: For the first part, look at your compu-
tations in Exercise 1.5.3 to discover the right pattern. Then do a proper
proof by induction.

1.5.6. Explain how to compute the inverse of a permutation that is given
in two-line notation. Compute the inverse of�

1 2 3 4 5 6 7

2 5 6 3 7 4 1

�
:

1.5.7. Explain how to compute the inverse of a permutation that is given
as a product of cycles (disjoint or not). One trick of problem solving is
to simplify the problem by considering special cases. First you should
consider the case of a single cycle, and it will probably be helpful to begin
with a short cycle. A 2-cycle is its own inverse, so the first interesting case
is that of a 3-cycle. Once you have figured out the inverse for a 3-cycle
and a 4-cycle, you will probably be able to guess the general pattern. Now
you can begin work on a product of several cycles.
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1.5.8. Show that the multiplication in Sn is noncommutative for all n � 3.
Hint: Find a pair of 2–cycles that do not commute.

1.5.9. Let �n denote the perfect shuffle of a deck of 2n cards. Regard �n
as a bijective function of the set f1; 2; : : : ; 2ng. Find a formula for �n.j /,
when 1 � j � n, and another formula for �n.j /, when nC 1 � j � 2n.

1.5.10. Explain why a cycle of length k has order k. Explain why the order
of a product of disjoint cycles is the least common multiple of the lengths
of the cycles. Use examples to clarify the phenomena for yourself and to
illustrate your explanation.

1.5.11. Find the cycle decomposition for the perfect shuffle for decks of
size 2, 4, 6, 12, 14, 16, 52. What is the order of each of these shuffles?

1.5.12. Find the inverse, in two–line notation, for the perfect shuffle for
decks of size 2, 4, 6, 8, 10, 12, 14, 16. Can you find a rule describing the
inverse of the perfect shuffle in general?

The following two exercises supply important details for the proof of
the existence and uniqueness of the disjoint cycle decomposition for a per-
mutation of a finite set:

1.5.13. Suppose X is the union of disjoint sets X1 and X2, X D X1 [X2
and X1 \ X2 D ;. Suppose X1 and X2 are invariant for a permutation
� 2 Sym.X/. Write �i for the permutation �jXi

2 Sym.Xi / for i D 1; 2,
and (noticing the abuse of notation) also write �i for the permutation of X
that is �i onXi and the identity onX nXi . Show that � D �1�2 D �2�1.

1.5.14.
(a) Let � be a nonidentity permutation in Sym.X/, where X is a

finite set. Let x0 be some element of X that is not fixed by
� . Denote x1 D �.x0/, x2 D �.x1/, and so forth. Show
that there is a number k such that x0; x1; : : : ; xk are all distinct
and �.xk/ D x0. Hint: Let k be the least integer such that
�.xk/ D xkC1 2 fx0; x1; : : : ; xkg. Show that �.xk/ D x0.
To do this, show that the assumption �.xk/ D xl for some l ,
1 � l � k leads to a contradiction.

(b) Show that X1 D fx0; x1; : : : ; xkg and X2 D X n X1 are both
invariant under � .

1.6. Divisibility in the Integers

So far we have found algebraic structures in some possibly unexpected
places; we have seen that the set of symmetries of a geometric figure or
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the set of permutations of a collection of identical objects has an algebraic
structure. We can do computations in these algebraic systems in order to
answer natural (or unnatural) questions, for example, to find out the order
of a perfect shuffle of a deck of cards.

In this section, we return to more familiar mathematical territory. We
study the set of integers, probably most familiar algebraic system. The in-
tegers have two operations, addition and multiplication, but as you learned
in elementary school, multiplication in the integers can be interpreted in
terms of repeated addition: For integers a and n, with n > 0, we have
na D aC � � � C a (n times), and .�n/a D n.�a/. Finally, 0a D 0.

We denote the set of integers f0;˙1;˙2; : : : g by Z and the set of
natural numbers f1; 2; 3; : : : g by N. We write n > 0, and say that n
is positive, if n 2 N. We write n � 0 and say that n is non-negative, if
n 2 N [ f0g. The absolute value jaj of an integer a is equal to a if a is
non-negative, and equal to �a otherwise. Note that a D 0 if, and only if,
jaj D 0.

The integers, with addition and multiplication, have the following prop-
erties, which we take to be known.

Proposition 1.6.1.
(a) Addition on Z is commutative and associative.
(b) 0 is an identity element for addition; that is, for all a 2 Z,

0C a D a.
(c) Every element a of Z has an additive inverse �a, satisfying

aC .�a/ D 0. We write a � b for aC .�b/.
(d) Multiplication on Z is commutative and associative.
(e) 1 is an identity element for multiplication; that is, for all a 2 Z,

1a D a.
(f) The distributive law holds: For all a; b; c 2 Z,

a.b C c/ D ab C ac:

(g) N is closed under addition and multiplication. That is, the sum
and product of positive integers is positive.

(h) The product of non-zero integers is non-zero.

We write a > b if a � b > 0 and a � b if a � b � 0. Then > is a
total order on the integers. That is, it is never true that a > a; for distinct
integers a; b, either a > b or b > a; and whenever a > b and b > c, it
follows that a > c.

A more precise version of statement (h) in Proposition 1.6.1 is that
jabj � maxfjaj; jbjg for non-zero integers a and b.
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Although the multiplicative structure of the integers is subordinate to
the additive structure, many of the most interesting properties of the in-
tegers have to do with divisibility, factorization, and prime numbers. Of
course, these concepts are already familiar to you from school mathemat-
ics, so the emphasis in this section will be more on a systematic, logical
development of the material, rather than on exploration of unknown terri-
tory. The main goal will be to demonstrate that every natural numbers has
a unique factorization as a product of prime numbers; this is trickier than
one might expect, the uniqueness being the difficult part. On the way, we
will, of course, be practicing with logical argument, and we will have an
introduction to computational issues: How do we actually compute some
abstractly defined quantity?

Let’s begin with a definition of divisibility. We say that an integer a
divides an integer b (or that b is divisible by a) if there is an integer q
(the quotient) such that aq D b; that is, b can be divided by a without
remainder. We write ajb for “a divides b.”

Here are some elementary properties of divisibility:

Proposition 1.6.2. Let a, b, c, u, and v denote integers.
(a) If uv D 1, then u D v D 1 or u D v D �1.
(b) If ajb and bja, then a D ˙b.
(c) Divisibility is transitive: If ajb and bjc, then ajc.
(d) If ajb and ajc, then a divides all integers that can be expressed

in the form sb C tc, where s and t are integers.

Proof. For part (a), note that neither u nor v can be zero. Suppose first that
both are positive. We have uv � maxfu; vg � 1. If equality holds, then
u D v D 1. In general, if uv D 1, then also jujjvj D 1, so juj D jvj D 1.
Thus both u and v are ˙1. Since their product is positive, both have the
same sign.

For (b), let u; v be integers such that b D ua and a D vb. Then
b D uvb. Thus 0 D .uv � 1/b. Now the product of nonzero integers is
nonzero, so either b D 0 or uv D 1. In the former case, a D b D 0, and
in the latter case, v D ˙1 by part (a), so a D ˙b.

The proofs of parts (c) and (d) are left to the reader. n

As you know, some natural numbers like 2 and 13 are special in that
they cannot be expressed as a product of strictly smaller natural numbers;
these numbers are called prime. Natural numbers that are not prime are
called composite; they can be written as a product of prime numbers, for
example, 42 D 2 � 3 � 7.
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Definition 1.6.3. A natural number is prime if it is greater than 1 and not
divisible by any natural number other than 1 and itself.

To show formally that every natural number is a product of prime num-
bers, we have to use mathematical induction.

Proposition 1.6.4. Any natural number other than 1 can be written as a
product of prime numbers.

Proof. We have to show that for all natural numbers n � 2, n can be
written as a product of prime numbers. We prove this statement using the
second form of mathematical induction. (See Appendix C.) The natural
number 2 is a prime, so it is a product of primes (with only one factor).
Now suppose that n > 2 and that for all natural numbers r satisfying
2 � r < n, the number r is a product of primes. If n happens to be prime,
then it is a product of primes. Otherwise, n can be written as a product
n D ab, where 1 < a < n and 1 < b < n (by the definition of prime
number). According to the induction hypothesis, each of a and b can be
written as a product of prime numbers; therefore, n D ab is also a product
of prime numbers. n

Remark 1.6.5. It is a usual convention in mathematics to consider 0 to be
the sum of an empty collection of numbers and 1 to be the product of an
empty collection of numbers. This convention saves a lot of circumlocution
and argument by cases. So we will consider 1 to have a prime factorization
as well; it is the product of an empty collection of primes.

A fundamental question is whether there exist infinitely many prime
numbers or only finitely many. This question was considered and resolved
by Greek mathematicians before 300 B.C. The solution is attributed to
Euclid and appears as Proposition 20 of Book IX of his Elements:

Theorem 1.6.6. There are infinitely many prime numbers.

Proof. We show than for all natural numbers n, there exist at least n prime
numbers. There exists at least one prime number, because 2 is prime. Let
k be a natural number and suppose that there exist at least k prime num-
bers. We will show that there exist at least k C 1 prime numbers. Let
fp1; p2; : : : ; pkg be a collection of k (distinct) prime numbers. Consider
the natural number M D p1p2 � � �pk C 1. M is not divisible by any
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of the primes p1; p2; : : : ; pk , but M is a product of prime numbers, ac-
cording to the previous proposition. If p is any prime dividing M , then
fp1; p2; : : : ; pk; pg is a collection of k C 1 (distinct) prime numbers. n

The fundamental fact about divisibility is the following familiar result
(division with remainder): It is always possible to divide an integer a by
any divisor d � 1, to get a quotient q and a remainder r , with the remain-
der being strictly smaller than the divisor.

I would like to emphasize how the proof of this fact is related to the
algorithm for long division which you learned in school. How does this
algorithm work (for a a positive number)? In case a < d , we just put
q D 0 and r D a. If a � d , first we guess an approximation q1 for the
quotient such that 0 < q1d � a, and compute r1 D a� q1d , which is less
than a. Now we have

a D q1d C r1;

0 � r1 < a:

If r1 < d , we are finished; we put q D q1 and r D r1. Otherwise, we
try to divide r1 by d , guessing a q2 such that 0 < q2d < r1, and compute
r2 D r1 � q2d . Now we have

a D q1d C r1;

r1 D q2d C r2;

0 � r2 < r1 < a:

Combining the two equations, we get
a D .q1 C q2/d C r2;

0 � r2 < r1 < a:

If r2 < d , then we put q D q1 C q2 and r D r2, and we are done. Oth-
erwise, we continue by trying to divide r2 by d . If the process continues
to the nth stage, we obtain partial quotients q1; q2; : : : ; qn, and successive
remainders r1; r2; : : : ; rn, such that

a D .q1 C q2 C � � � C qn/d C rn;

0 � rn < � � � < r2 < r1 < a:

Eventually, it must be that 0 � rn < d , because the rn are nonnegative
and strictly decreasing. (Can you justify this “obvious” conclusion by ref-
erence to some version of the principle of mathematical induction?) Then
we stop, and put q D q1 C q2 C � � � C qn and r D rn.

The procedure for negative a is similar.
The description of this algorithm, made a little more formal by refer-

ence to the principle of mathematical induction, constitutes a proof of the
existence part of the following assertion. In the following proof, I’m go-
ing to arrange the inductive argument in a more streamlined way, but the
essential idea is the same.
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Proposition 1.6.7. Given integers a and d , with d � 1, there exist unique
integers q and r such a D qd C r and 0 � r < d .

Proof. First consider the case a � 0. If a < d , take q D 0 and r D a.
Now suppose that a � d . Assume inductively that the existence assertion
holds for all nonnegative integers that are strictly smaller than a. Then
in particular it holds for a � d , so there exist integers q0 and r such that
.a � d/ D q0d C r and 0 � r < d . Then a D .q0 C 1/d C r , and we are
done.

We deal with the case a < 0 by induction on jaj. If �d < a < 0, take
q D �1 and r D aCd . Suppose that a � �d , and assume inductively that
the existence assertion holds for all nonpositive integers whose absolute
values are strictly smaller than jaj. Then in particular it holds for aCd , so
there exist integers q0 and r such that .aC d/ D q0d C r and 0 � r < d .
Then a D .q0 � 1/d C r .

So far, we have shown the existence of q and r with the desired prop-
erties. For uniqueness, suppose that a D qd C r , and a D q0d C r 0, with
0 � r; r 0 < d . It follows that r � r 0 D .q0 � q/d , so r � r 0 is divisible by
d . But jr � r 0j � maxfr; r 0g < d , so the only possibility is r � r 0 D 0.
But then .q0 � q/d D 0, so q0 � q D 0. n

We have shown the existence of a prime factorization of any natural
number, but we have not shown that the prime factorization is unique. This
is a more subtle issue, which is addressed in the following discussion. The
key idea is that the greatest common divisor of two integers can be com-
puted without knowing their prime factorizations.

Definition 1.6.8. A natural number ˛ is the greatest common divisor of
nonzero integers m and n if

(a) ˛ divides m and n and
(b) whenever ˇ 2 N divides m and n, then ˇ also divides ˛.

Notice that if the greatest common divisor is unique, if it exists at all,
by Proposition 1.6.2. Next, we show that the greatest common divisor of
two nonzero integers m and n does indeed exist, can be found by an algo-
rithm involving repeated use of division with remainder, and is an element
of the set

I.m; n/ D famC bn W a; b 2 Zg:

This set has several important properties, which we record in the following
proposition.
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Proposition 1.6.9. For integers n and m, let

I.m; n/ D famC bn W a; b 2 Zg:

(a) For x; y 2 I.m; n/, x C y 2 I.m; n/ and �x 2 I.m; n/.
(b) For all x 2 Z, xI.m; n/ � I.m; n/.
(c) If b 2 Z divides m and n, then b divides all elements of I.m; n/.

Proof. Exercise 1.6.2. n

Note that a natural number ˛ that is a common divisor of m and n and
an element of I.m; n/ is necessarily the greatest common divisor ofm and
n; in fact, any other commond divisor of m and n divides ˛ according to
part(c) of Proposition 1.6.9.

Now we proceed to the algorithm for the greatest common divisor of
nonzero integers m and n. Suppose without loss of generality that jmj �

jnj. Define sequences jnj > n1 > n2 � � � � 0 and q1; q2; : : : by induction,
as follows. Define q1 and n1 as the quotient and remainder upon dividing
m by n:

m D q1nC n1 and 0 � n1 < jnj:

If n1 > 0, define q2 and n2 as the quotient and remainder upon dividing n
by n1:

n D q2n1 C n2 and 0 � n2 < n1:

In general, if n1; : : : ; nk�1 and q1; : : : ; qk�1 have been defined and nk�1 >

0, then define qk and nk as the quotient and remainder upon dividing nk�2

by nk�1:

nk�2 D qknk�1 C nk and 0 � nk < nk�1:

This process must stop after no more than n steps with some remainder
nrC1 D 0. Then we have the following system of relations:

m D q1nC n1

n D q2n1 C n2

: : :

nk�2 D qknk�1 C nk

: : :

nr�1 D qrC1nr :

Proposition 1.6.10. The natural number nr is the greatest common divisor
of m and n, and furthermore nr 2 I.m; n/:
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Proof. Write m D n�1 and n D n0. It is useful to consider each step of
the algorithm as producing a new pair .nk�1; nk/ from the previous pair
.nk�2; nk�1/ by a linear transformation:

.nk�1; nk/ D .nk�2; nk�1/

�
0 1

1 �qk

�
The matrix Qk D

�
0 1

1 �qk

�
is invertible with inverse Q�1

k
D

�
qk 1

1 0

�
.

Set Q D Q1Q2 � � �QrC1; then both Q and Q�1 have integer entries and
we have

.nr ; 0/ D .m; n/Q and .m; n/ D .nr ; 0/Q
�1:

Therefore nr D smCtn, where
�
s

t

�
is the first column ofQ, and .m; n/ D

.nra; nrb/, where
�
a b

�
is the first row of Q�1. It follows that nr 2

I.m; n/ and nr is a common divisor ofm and n. By the observation follow-
ing Proposition 1.6.9, nr is the greatest common divisor of m and n. n

We denote the greatest common divisor by g.c.d..m; n/.

Example 1.6.11. Find the greatest common divisor of 1734282 and 452376.
Successive divisions with remainder give

1734282 D 3 � 452376C 377154

452376 D 377154C 75222

377154 D 5 � 75222C 1044

75222 D 72 � 1044C 54

1044 D 19 � 54C 18

54 D 3 � 18:

Thus 18 D g:c:d:.1734282; 452376/.
We can find the coefficients s; t such that

18 D s 1734282C t 452376:

The sequence of quotients q1; q2; : : : ; q6 in the algorithm is 3; 1; 5; 72; 19; 3.

The qk determine matrices Qk D

�
0 1

1 �qk

�
. The coefficients s; t com-

prise the first column of Q D Q1Q2 � � �Q6. The result is

18 D 8233 � 1734282 � 31563 � 452376:

Definition 1.6.12. Nonzero integers m and n are relatively prime if
g:c:d:.m; n/ D 1.
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Proposition 1.6.13. Two integersm and n are relatively prime if, and only
if, 1 2 I.m; n/.

Proof. Exercise 1.6.8. n

Example 1.6.14. The integers 21 and 16 are relatively prime and 1 D

�3 � 21C 4 � 16.

Proposition 1.6.15. If p is a prime number and a is any nonzero integer,
then either p divides a or p and a are relatively prime.

Proof. Exercise 1.6.9. n

From here, it is a only a short way to the proof of uniqueness of prime
factorizations. The key observation is the following:

Proposition 1.6.16. Let p be a prime number, and a and b nonzero inte-
gers. If p divides ab, then p divides a or p divides b.

Proof. If p does not divide a, then a and p are relatively prime, so 1 D

˛aCˇp for some integers ˛ and ˇ, by Proposition 1.6.13. Multiplying by
b gives b D ˛ab C ˇpb, which shows that b is divisible by p. n

Corollary 1.6.17. Suppose that a prime number p divides a product
a1a2 : : : ar of nonzero integers. Then p divides one of the factors.

Proof. Exercise 1.6.12. n

Theorem 1.6.18. The prime factorization of a natural number is unique.

Proof. We have to show that for all natural numbers n, if n has factoriza-
tions

n D q1q2 : : : qr ;

n D p1p2 : : : ps;
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where the qi ’s and pj ’s are prime and q1 � q2 � � � � � qr and p1 �

p2 � � � � � ps , then r D s and qi D pi for all i . We do this by induction
on n. First check the case n D 1; 1 cannot be written as the product of
any nonempty collection of prime numbers. So consider a natural number
n � 2 and assume inductively that the assertion of unique factorization
holds for all natural numbers less than n. Consider two factorizations of
n as before, and assume without loss of generality that q1 � p1. Since
q1 divides n D p1p2 : : : ps , it follows from Proposition 1.6.17 that q1
divides, and hence is equal to, one of the pi . Since also q1 � p1 � pk for
all k, it follows that p1 D q1. Now dividing both sides by q1, we get

n=q1 D q2 : : : qr ;

n=q1 D p2 : : : ps:

(Note that n=q1 could be 1 and one or both of r � 1 and s � 1 could be 0.)
Since n=q1 < n1, it follows from the induction hypothesis that r D s and
qi D pi for all i � 2. n

How do we actually compute the prime factorization of a natural num-
ber? The conceptually clear but computationally difficult method that you
learned in school for factoring a natural number n is to test all natural num-
bers no larger than

p
n to see if any divides n. If no factor is found, then

n must be prime. If a factor a is found, then we can write n D a � .n=a/

and proceed to search for factors of a and n=a. We continue this proce-
dure until only prime factors appear. Unfortunately, this procedure is very
inefficient. Better methods are known, but no truly efficient methods are
available for factoring very large natural numbers.

The greatest common divisor of several integers

Definition 1.6.19. A natural number ˛ is the greatest common divisor of
nonzero integers a1; a2; : : : ; an, if

(a) ˛ divides each ai and
(b) whenever ˇ 2 N divides each ai , then ˇ also divides ˛.

Notice that if the greatest common divisor is unique, if it exists at all,
by Proposition 1.6.2. We prove existence by means of a generalization of
the matrix formulation of the Euclidean algorithm.
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Lemma 1.6.20. Given nonzero integers a1; a2; : : : ; an (n � 2), there is a
natural number d and an n–by–n integer matrix Q such that Q is invert-
ible, Q�1 also has integer entries, and

.d; 0; : : : ; 0/ D .a1; a2; : : : ; an/Q:

Proof. We proceed by induction on n. The base case n D 2 is established
in the proof of Proposition 1.6.10. Fix n > 2 and suppose the assertion
holds for lists of fewer than n nonzero integers. Then there exists a natural
number d1 and a n � 1–by–n � 1 integer matrix Q1 with integer inverse
such that

.d1; 0; : : : ; 0/ D .a2; : : : ; an/Q1:

By the base case n D 2, there is a natural number d and a 2–by–2 integer
matrix Q2 with integer inverse such that

.d; 0/ D .a1; d1/Q2:

Then

.d; 0; : : : ; 0/

D .a1; a2; : : : ; an/

26664
1 0 � � � 0

0
:::

0

Q1

37775
2666664

Q2
0 � � � 0

0 � � � 0

0 0
:::

:::

0 0

E

3777775
where E denote the n � 2–by–n � 2 identity matrix. n

Proposition 1.6.21. The greatest common divisor of nonzero inte-
gers a1; a2; : : : ; an exists, and is an integer linear combination of
a1; a2; : : : ; an.

Proof. The natural number d in the lemma is an integer linear combination
of a1; a2; : : : ; an, since

.d; 0; : : : ; 0/ D .a1; a2; : : : ; an/Q;

and is a common divisor of a1; a2; : : : ; an since

.a1; a2; : : : ; an/ D .d; 0; : : : ; 0/Q�1:

It follows that d is the greatest common divisor of a1; : : : ; an. n
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The greatest common divisor of a1; : : : ; an is denoted g:c:d.a1; : : : ; an/.
The proof of the proposition can be converted into an algorithm for com-
puting g:c:d.a1; : : : ; an/ as well as integers s1; s2; : : : ; sn such

g:c:d.a1; : : : ; an/ D s1a1 C s2a2 C � � � C snan:

Exercises 1.6

1.6.1. Complete the following sketch of a proof of Proposition 1.6.7 using
the well–ordering principle.

(a) If a ¤ 0, consider the set S of nonnegative integers that can be
written in the form a � sd , where s is an integer. Show that S is
nonempty.

(b) By the well–ordering principle, S has a least element, which we
write as r D a � qd . Then we have a D qd C r . Show that that
r < d .

1.6.2. Prove Proposition 1.6.9. Hint: For part (b), you have to show that
if y 2 I.m; n/, then xy 2 I.m:n/. For part (c), you have to show that if
y 2 I.m; n/, then b divides y.

1.6.3. Suppose that a natural number p > 1 has the property that for all
nonzero integers a and b, if p divides the product ab, then p divides a
or p divides b. Show that p is prime. This is the converse of Proposition
1.6.16.

1.6.4. For each of the following pairs of numbers m; n, compute
g:c:d:.m; n/ and write g:c:d:.m; n/ explicitly as an integer linear combi-
nation of m and n.

(a) m D 60 and n D 8

(b) m D 32242 and n D 42

1.6.5. Show that for nonzero integers m and n, g:c:d:.m; n/ D

g:c:d:.jmj; jnj/.

1.6.6. Show that for nonzero integers m and n, g:c:d:.m; n/ is the largest
natural number dividing m and n.

1.6.7. Show that for nonzero integersm and n, g:c:d:.m; n/ is the smallest
element of I.m; n/\N. (The existence of a smallest element of I.m; n/\
N follows from the well–ordering principle for the natural numbers; see
Appendix C.)
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1.6.8. Show that two nonzero integers m and n are relatively prime if, and
only if, 1 2 I.m; n/.

1.6.9. Show that if p is a prime number and a is any nonzero integer, then
either p divides a or p and a are relatively prime.

1.6.10. Suppose that a and b are relatively prime integers and that x is an
integer. Show that if a divides the product bx, then a divides x. Hint: Use
the existence of s; t such that saC tb D 1.

1.6.11. Suppose that a and b are relatively prime integers and that x is an
integer. Show that if a divides x and b divides x, then ab divides x.

1.6.12. Show that if a prime number p divides a product a1a2 : : : ar of
nonzero integers, then p divides one of the factors.

1.6.13.
(a) Write a program in your favorite programming language to com-

pute the greatest common divisor of two nonzero integers, using
the approach of repeated division with remainders. Get your pro-
gram to explicitly give the greatest common divisor as an integer
linear combination of the given nonzero integers.

(b) Another method of finding the greatest common divisor would
be to compute the prime factorizations of the two integers and
then to take the largest collection of prime factors common to the
two factorizations. This method is often taught in school math-
ematics. How do the two methods compare in computational
efficiency?

1.6.14.

(a) Let I D I.n1; n2; : : : ; nk/ D

fm1n1 Cm2n2 C : : : mknk W m1; : : : ; mk 2 Zg:

Show that if x; y 2 I , then x C y 2 I and �x 2 I . Show that if
x 2 Z and a 2 I , then xa 2 I .

(b) Show that g:c:d.n1; n2; : : : ; nk/ is the smallest element of I\N.

1.6.15.

(a) Develop an algorithm to compute g:c:d.n1; n2; : : : ; nk/.
(b) Develop a computer program to compute the greatest common

divisor of any finite collection of nonzero integers.
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1.7. Modular Arithmetic
We are all familiar with the arithmetic appropriate to the hours of a clock:
If it is now 9 o’clock, then in 7 hours it will be 4 o’clock. Thus in clock
arithmetic, 9 + 7 = 4. The clock number 12 is the identity for clock ad-
dition: Whatever time the clock now shows, in 12 hours it will show the
same time. Multiplication of hours is not quite so familiar an operation,
but it does make sense: If it is now 12 o’clock, then after 5 periods of seven
hours it will be 11 o’clock, so 5� 7 D 11 in clock arithmetic. Clock arith-
metic is an arithmetic system with only 12 numbers, in which all the usual
laws of arithmetic hold, except that division is not generally possible.

The goal of this section is to examine clock arithmetic for a clock face
with n hours, for any natural number n. (We don’t do this because we
want to build crazy clocks with strange numbers of hours, but because the
resulting algebraic systems are important in algebra and its applications.)

Fix a natural number n > 1. Think of a clock face with n hours (la-
beled 0; 1; 2; : : : ; n� 1) and of circumference n. Imagine taking a number
line, with the integer points marked, and wrapping it around the circum-
ference of the clock, with 0 on the number line coinciding with 0 on the
clock face. Then the numbers

: : : ;�3n;�2n;�n; 0; n; 2n; 3n; : : :

on the number line all overlay 0 on the clock face. The numbers

: : : ;�3nC 1;�2nC 1;�nC 1; 1; nC 1; 2nC 1; 3nC 1; : : :

on the number line all overlay 1 on the clock face. In general, for 0 � k �

n � 1, the numbers

: : : ;�3nC k;�2nC k;�nC k; k; nC k; 2nC k; 3nC k; : : :

on the number line all overlay k on the clock face.
When do two integers on the number line land on the same spot on

the clock face? This happens precisely when the distance between the two
numbers on the number line is some multiple of n, so that the interval
between the two numbers on the number line wraps some integral number
of times around the clock face. Since the distance between two numbers a
and b on the number line is ja � bj, this suggests the following definition:

Definition 1.7.1. Given integers a and b, and a natural number n, we say
that “a is congruent to b modulo n” and we write a � b .mod n/ if a � b

is divisible by n.

The relation a � b .mod n/ has the following properties:



i
i

“bookmt” — 2006/8/8 — 12:58 — page 38 — #50 i
i

i
i

i
i

38 1. ALGEBRAIC THEMES

Lemma 1.7.2.
(a) For all a 2 Z, a � a .mod n/.
(b) For all a; b 2 Z, a � b .mod n/ if, and only if, b � a .mod n/.
(c) For all a; b; c 2 Z, if a � b .mod n/ and b � c .mod n/, then

a � c .mod n/.

Proof. For (a), a� a D 0 is divisible by n. For (b), a� b is divisible by n
if, and only if, b � a is divisible by n. Finally, if a � b and b � c are both
divisible by n, then also a � c D .a � b/C .b � c/ is divisible by n. n

For each integer a, write

Œa� D fb 2 Z W a � b .mod n/g D faC kn W k 2 Zg:

Note that this is just the set of all integer points that land at the same place
as a when the number line is wrapped around the clock face. The set Œa� is
called the residue class or congruence class of a modulo n.

Also denote by remn.a/ the unique number r such that 0 � r < n

and a � r is divisible by n. (Proposition 1.6.7). Thus remn.a/ is the
unique element of Œa� that lies in the interval f0; 1; : : : ; n�1g. Equivalently,
remn.a/ is the label on the circumference of the clock face at the point
where a falls when the number line is wrapped around the clock face.

Lemma 1.7.3. For a; b 2 Z, the following are equivalent:
(a) a � b .mod n/.
(b) Œa� D Œb�.
(c) remn.a/ D remn.b/.
(d) Œa� \ Œb� ¤ ;.

Proof. Suppose that a � b .mod n/. For any c 2 Z, if c � a

.mod n/, then c � b .mod n/, by the previous lemma, part (c). This
shows that Œa� � Œb�. Likewise, if c � b .mod n/, then c � a .mod n/,
so Œb� � Œa�. Thus Œa� D Œb�. This shows that (a) implies (b).

Since for all integers x, remn.x/ is characterized as the unique element
of Œx�\ f0; 1; : : : ; n� 1g, we have (b) implies (c), and also (c) implies (d).

Finally, if Œa� \ Œb� ¤ ;, let c 2 Œa� \ Œb�. Then a � c .mod n/ and
c � b .mod n/, so a � b .mod n/. This shows that (d) implies (a). n

Corollary 1.7.4. There exist exactly n distinct residue classes modulo n,
namely Œ0�; Œ1�; : : : ; Œn � 1�. These classes are mutually disjoint.
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Congruence respects addition and multiplication, in the following sense:

Lemma 1.7.5. Let a; a0; b; b0 be integers with a � a0 .mod n/ and b �

b0 .mod n/. Then aC b � a0 C b0 .mod n/ and ab � a0b0 .mod n/.

Proof. By hypothesis, a � a0 and b � b0 are divisible by n. Hence

.aC b/ � .a0
C b0/ D .a � a0/C .b � b0/

is divisible by n, and

ab � a0b0
D .ab � a0b/C .a0b � a0b0/

D .a � a0/b C a0.b � b0/

is divisible by n. n

We denote by Zn the set of residue classes modulo n. The set Zn
has a natural algebraic structure which we now describe. Let A and B be
elements of Zn, and let a 2 A and b 2 B; we say that a is a representative
of the residue class A, and b a representative of the residue class B .

The class Œa C b� and the class Œab� are independent of the choice of
representatives. For if a0 is another representative of A and b0 another
representative of B , then a � a0 .mod n/ and b � b0 .mod n/; therefore
a C b � a0 C b0 .mod n/ and ab � a0b0 .mod n/ according to Lemma
1.7.5. Thus ŒaCb� D Œa0 Cb0� and Œab� D Œa0b0�. This means that it makes
sense to define A C B D Œa C b� and AB D Œab�. Another way to write
these definitions is

Œa�C Œb� D ŒaC b�; Œa�Œb� D Œab�: (1.7.1)

Example 1.7.6. Let us look at another example in which we cannot define
operations on classes of numbers in the same way (in order to see what
the issue is in the preceding discussion). Let N be the set of all negative
integers and P the set of all nonnegative integers. Every integer belongs
to exactly one of these two classes. Write s.a/ for the class of a (i.e.,
s.a/ D N if a < 0 and s.a/ D P if a � 0). If n 2 N and p 2 P ,
then, depending on the choice of n and p, the sum nC p can be in either
of N or P ; that is, the sum of a positive number and a negative number
can be either positive or negative. So it does not make sense to define
N C P D s.nC p/.

Once we have cleared the hurdle of defining sensible operations on
Zn, it is easy to check that these operations satisfy most of the usual rules
of arithmetic, as recorded in the following proposition.
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Each of the assertions in the proposition follows from the correspond-
ing property of Z, together with Equation (1.7.1). For example, the com-
mutativity of multiplication on Zn is shown as follows. For a; b 2 Z,

Œa�Œb� D Œab� D Œba� D Œb�Œa�:

The proof of associativity of multiplication proceeds similarly; let a; b; c 2

Z. Then

.Œa�Œb�/Œc� D Œab�Œc� D Œ.ab/c� D Œa.bc/� D Œa�Œbc� D Œa�.Œb�Œc�/:

Checking the details for the other assertions is left to the reader.

Proposition 1.7.7.
(a) Addition on Zn is commutative and associative; that is, for all

Œa�; Œb�; Œc� 2 Zn,

Œa�C Œb� D Œb�C Œa�;

and
.Œa�C Œb�/C Œc� D Œa�C .Œb�C Œc�/:

(b) Œ0� is an identity element for addition; that is, for all Œa� 2 Zn,

Œ0�C Œa� D Œa�:

(c) Every element Œa� of Zn has an additive inverse Œ�a�, satisfying

Œa�C Œ�a� D Œ0�:

(d) Multiplication on Zn is commutative and associative; that is, for
all Œa�; Œb�; Œc� 2 Zn,

Œa�Œb� D Œb�Œa�;

and
.Œa�Œb�/Œc� D Œa�.Œb�Œc�/:

(e) Œ1� is an identity for multiplication; that is, for all Œa� 2 Zn,

Œ1�Œa� D Œa�:

(f) The distributive law hold; that is, for all Œa�; Œb�; Œc� 2 Zn,

Œa�.Œb�C Œc�/ D Œa�Œb�C Œa�Œc�:

Multiplication in Zn has features that you might not expect. On the
one hand, nonzero elements can sometimes have a zero product. For ex-
ample, in Z6, Œ4�Œ3� D Œ12� D Œ0�. We call a nonzero element Œa� a zero
divisor if there exists a nonzero element Œb� such that Œa�Œb� D Œ0�. Thus,
in Z6, Œ4� and Œ3� are zero divisors.

On the other hand, many elements have multiplicative inverses; an
element Œa� is said to have a multiplicative inverse or to be invertible if
there exists an element Œb� such that Œa�Œb� D Œ1�. For example, in Z14,
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Œ1�Œ1� D Œ1�, Œ3�Œ5� D Œ15� D Œ1�, Œ9�Œ11� D Œ�5�Œ�3� D Œ15� D Œ1�, and
Œ13�Œ13� D Œ�1�Œ�1� D Œ1�. Thus, in Z14, Œ1�; Œ3�; Œ5�; Œ9�; Œ11�, and Œ13�
have multiplicative inverses. You can check that the remaining nonzero
elements Œ2�; Œ4�; Œ6�; Œ7�; Œ8�; Œ10�, and Œ12� are zero divisors. Thus in Z14,
every nonzero element is either a zero divisor or is invertible, and there are
just about as many zero divisors as invertible elements.

In Z7, on the other hand, every nonzero element is invertible: Œ1�Œ1� D

Œ1�, Œ2�Œ4� D Œ8� D Œ1�, Œ3�Œ5� D Œ15� D Œ1�, and Œ6�Œ6� D Œ�1�Œ�1� D Œ1�.
You should compare these phenomena with the behavior of multipli-

cation in Z, where no nonzero element is a zero divisor, and only ˙1 are
invertible. In the Exercises for this section, you are asked to investigate
further the zero divisors and invertible elements in Zn, and solutions to
congruences of the form ax � b .mod n/.

Let’s look at a few examples of computations with congruences, or,
equivalently, computations in Zn. The main principle to remember is that
the congruence a � b .mod n/ is equivalent to Œa� D Œb� in Zn.

Example 1.7.8.
(a) Compute the congruence class modulo 5 of 4237. This is easy be-

cause 4 � �1 .mod 5/, so 4237 � .�1/237 � �1 � 4 .mod 5/.
Thus in Z5, Œ4237� D Œ4�.

(b) Compute the congruence class modulo 9 of 4237. As a strat-
egy, let’s compute a few powers of 4 modulo 9. We have 42 �

7 .mod 9/ and 43 � 1 .mod 9/. It follows that in Z9, Œ43k� D

Œ43�k D Œ1�k D Œ1� for all natural numbers k; likewise, Œ43kC1� D

Œ4�3kŒ4� D Œ4�, and Œ43kC2� D Œ4�3kŒ4�2 D Œ7�. So to compute
4237 modulo 9, we only have to find the conjugacy class of 237
modulo 3; since 237 is divisible by 3, we have Œ4237� D Œ1� in
Z9.

(c) Show that every integer a satisfies a7 � a .mod 7/. The as-
sertion is equivalent to Œa�7 D Œa� for all Œa� 2 Z7. Now we
only have to check this for each of the 7 elements in Z7, which is
straightforward. This is a special case of Fermat’s little theorem;
see Proposition 1.9.10.

(d) You have to be careful about canceling in congruences. If Œa�Œb� D

Œa�Œc� in Zn, it is not necessarily true that Œb� D Œc�. For example,
in Z12, Œ4�Œ2� D Œ4�Œ5� D Œ8�.

We now introduce the problem of simultaneous solution of congru-
ences: given positive integers a and b, and integers ˛ and ˇ, when can
we find an integer x such that x � ˛ .mod a/ and x � ˇ .mod b/?
For example, can we find an integer x that is congruent to 3 modulo 4 and
also congruent to 12 modulo 15? (Try it!) The famous Chinese remainder
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theorem says that this is always possible if a and b are relatively prime.
Moreover, the result can be extended to any number of simultaneous con-
gruences.

Proposition 1.7.9. (Chinese remainder theorem). Suppose a and b are
relatively prime natural numbers, and ˛ and ˇ are integers. There exists
an integer x such that x � ˛ .mod a/ and x � ˇ .mod b/.

Proof. Exercise 1.7.15 guides you to a proof of this result. (If you don’t
do it now, that’s OK, because the theorem will be discussed again later.
If you want to try it, I suggest that you begin by looking at examples, so
you can see what is involved in finding a solution to two simultaneous
congruences.) n

What are the objects Zn actually good for? First, they are devices for
studying the integers. Congruence modulo n is a fundamental relation in
the integers, and any statement concerning congruence modulo n is equiv-
alent to a statement about Zn. Sometimes it is easier, or it provides better
insight, to study a statement about congruence in the integers in terms of
Zn.

Second, the objects Zn are fundamental building blocks in several gen-
eral algebraic theories, as we shall see later. For example, all finite fields
are constructed using Zp for some prime p.

Third, although the algebraic systems Zn were first studied in the nine-
teenth century without any view toward practical applications, simply be-
cause they had a natural and necessary role to play in the development
of algebra, they are now absolutely fundamental in modern digital engi-
neering. Algorithms for digital communication, for error detection and
correction, for cryptography, and for digital signal processing all employ
Zn.

Exercises 1.7

Exercises 1.7.1 through 1.7.3 ask you to prove parts of Proposition 1.7.7.

1.7.1. Prove that addition in Zn is commutative and associative.

1.7.2. Prove that Œ0� is an identity element for addition in Zn, and that
Œa�C Œ�a� D Œ0� for all Œa� 2 Zn.

1.7.3. Prove that multiplication in Zn is commutative and associative, and
that Œ1� is an identity element for multiplication.
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1.7.4. Compute the congruence class modulo 12 of 4237.

Exercises 1.7.5 through 1.7.10 constitute an experimental investigation of
zero divisors and invertible elements in Zn.

1.7.5. Can an element of Zn be both invertible and a zero divisor?

1.7.6. If an element of Zn is invertible, is its multiplicative inverse unique?
That is, if Œa� is invertible, can there be two distinct elements Œb� and Œc�
such that Œa�Œb� D Œ1� and Œa�Œc� D Œ1�?

1.7.7. If a nonzero element Œa� of Zn is a zero divisor, can there be two
distinct nonzero elements Œb� and Œc� such that Œa�Œb� D Œ0� and Œa�Œc� D

Œ0�?

1.7.8. Write out multiplication tables for Zn for n � 10.

1.7.9. Using your multiplication tables from the previous exercise, catalog
the invertible elements and the zero divisors in Zn for n � 10. Is it true
(for n � 10) that every nonzero element in Zn is either invertible or a zero
divisor?

1.7.10. Based on your data for Zn with n � 10, make a conjecture (guess)
about which elements in Zn are invertible and which are zero divisors.
Does your conjecture imply that every nonzero element is either invertible
or a zero divisor?

The next three exercises provide a guide to a more analytical approach to
invertibility and zero divisors in Zn.

1.7.11. Suppose a is relatively prime to n. Then there exist integers s and
t such that as C nt D 1. What does this say about the invertibility of Œa�
in Zn?

1.7.12. Suppose a is not relatively prime to n. Then there do not exist
integers s and t such that as C nt D 1. What does this say about the
invertibility of Œa� in Zn?

1.7.13. Suppose that Œa� is not invertible in Zn. Consider the left multipli-
cation map LŒa� W Zn ! Zn defined by LŒa�.Œb�/ D Œa�Œb� D Œab�. Since
Œa� is not invertible, Œ1� is not in the range of LŒa�, so LŒa� is not surjective.
Conclude that LŒa� is not injective, and use this to show that there exists
Œb� ¤ Œ0� such that Œa�Œb� D Œ0� in Zn.

1.7.14. Suppose a is relatively prime to n.
(a) Show that for all b 2 Z, the congruence ax � b .mod n/ has a

solution.
(b) Can you find an algorithm for solving congruences of this type?

Hint: Consider Exercise 1.7.11.
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(c) Solve the congruence 8x � 12 .mod 125/.

1.7.15. This exercise guides you to a proof of the Chinese remainder the-
orem.

(a) To prove the Chinese remainder theorem, show that it suffices to
find m and n such that ˛ Cma D ˇ C nb.

(b) To findm and n as in part (a), show that it suffices to find s and t
such that as C bt D .˛ � ˇ/.

(c) Show that the existence of s and t as in part (b) follows from a

and b being relatively prime.

1.7.16. Find and integer x such that x � 3 .mod 4/ and x � 5 .mod 9/.

1.8. Polynomials
Let K denote the set Q of rational numbers, the set R of real numbers, or
the set C of complex numbers. (K could actually be any field; fields are
algebraic systems that generalize the examples Q, R, and C; we will give
a careful definition of fields later.)

Polynomials with coefficients inK are expressions of the form anx
nC

an�1x
n�1 C � � � C a0, where the ai are elements inK. The set of all poly-

nomials with coefficients in K is denoted by KŒx�. Addition and multipli-
cation of polynomials are defined according to the familiar rules:

.
X
j

ajx
j /C .

X
j

bjx
j / D

X
j

.aj C bj /x
j ;

and

.
X
i

aix
i /.
X
j

bjx
j / D

X
i

X
j

.aibj /x
iCj

D

X
k

.
X

i;j W iCjDk

aibj /x
k

D

X
k

.
X
i

aibk�i /x
k :

I trust that few readers will be disturbed by the informality of defining
polynomials as “an expression of the form ...” . However, it is possible to
formalize the concept by defining a polynomial to be an infinite sequence
of elements of K, with all but finitely many entries equal to zero (namely,
the sequence of coefficients of the polynomial). Thus 7x2C 2xC 3 would
be interpreted as the sequence .3; 2; 7; 0; 0; : : : /. The operations of addi-
tion and multiplication of polynomials can be recast as operations on such
functions. It is straightforward (but not especially enlightening) to carry
this out.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 45 — #57 i
i

i
i

i
i

1.8. POLYNOMIALS 45

Example 1.8.1.

.2x3 C 4x C 5/C .5x7 C 9x3 C x2 C 2x C 8/ D 5x7 C 11x3 C x2 C 6x C 13;

and

.2x3 C 4x C 5/.5x7 C 9x3 C x2 C 2x C 8/ D

10 x10 C 20 x8 C 25 x7 C 18 x6 C 2 x5 C 40 x4 C 65 x3 C 13 x2 C 42 x C 40:

K can be regarded as subset ofKŒX�, and the addition and multiplica-
tion operations on KŒx� extend those on K; that is, for any two elements
in K, their sum and product as elements of K agree with their sum and
product as elements of KŒx�.

The operations of addition and multiplication of polynomials satisfy
properties exactly analogous to those listed for the integers in Proposition
1.6.1; see Proposition 1.8.2 on the next page.

All of these properties can be verified by straightforward computa-
tions, using the definitions of the operations and the corresponding prop-
erties of the operations in K.

As an example of the sort of computations needed, let us verify the dis-
tributive law: Let f .x/ D

P`
iD0 aix

i , g.x/ D
Pn
jD0 bjx

j , and h.x/ DPn
jD0 cjx

j . Then

f .x/.g.x/C h.x// D .
X̀
iD0

aix
i /.

nX
jD0

bjx
j

C

nX
jD0

cjx
j /

D

X̀
iD0

aix
i .

nX
jD0

.bj C cj /x
j /

D

X̀
iD0

nX
jD0

ai .bj C cj /x
iCj

D

X̀
iD0

nX
jD0

.aibj C aicj /x
iCj

D

X̀
iD0

nX
jD0

.aibj /x
iCj

C

X̀
iD0

nX
jD0

.aicj /x
iCj

D .
X̀
iD0

aix
i /.

nX
jD0

bjx
j /C .

X̀
iD0

aix
i /.

nX
jD0

cjx
j /

D f .x/g.x/C f .x/h.x/:

Verification of the remaining properties listed in the following propo-
sition is left to the reader.
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Proposition 1.8.2.
(a) Addition in KŒx� is commutative and associative; that is, for all

f; g; h 2 KŒx�,

f C g D g C f;

and
f C .g C h/ D .f C g/C h:

(b) 0 is an identity element for addition; that is, for all f 2 KŒx�,

0C f D f:

(c) Every element f of KŒx� has an additive inverse �f , satisfying

f C .�f / D 0:

(d) Multiplication in KŒx� is commutative and associative; that is,
for all f; g; h 2 KŒx�,

fg D gf;

and
f .gh/ D .fg/h:

(e) 1 is an identity for multiplication; that is, for all f 2 KŒx�,

1f D f:

(f) The distributive law holds: For all f; g; h 2 KŒx�,

f .g C h/ D fg C f h:

Definition 1.8.3. The degree of a polynomial
P
k akx

k is the largest k
such that ak ¤ 0. (The degree of a constant polynomial c is zero, unless
c D 0. By convention, the degree of the constant polynomial 0 is �1.)
The degree of p 2 KŒx� is denoted deg.p/.

If p D
P
j ajx

j is a nonzero polynomial of degree k, the leading
coefficient of p is ak and the leading term of p is akxk . A polynomial is
said to be monic if its leading coefficient is 1.

Example 1.8.4. The degree of p D .�=2/x7 C ix4 �
p
2x3 is 7; the

leading coefficient is �=2; .2=�/p is a monic polynomial.

Proposition 1.8.5. Let f; g 2 KŒx�.
(a) deg.fg/ D deg.f /C deg.g/; in particular, if f and g are both

nonzero, then fg ¤ 0.
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(b) deg.f C g/ � maxfdeg.f /; deg.g/g.

Proof. Exercise 1.8.3. n

We say that a polynomial f divides a polynomial g (or that g is divis-
ible by f ) if there is a polynomial q such that f q D g. We write f jg for
“f divides g.”

The goal of this section is to show thatKŒx� has a theory of divisibility,
or factorization, that exactly parallels the theory of divisibility for the inte-
gers, which was presented in Section 1.6. In fact, all of the results of this
section are analogues of results of Section 1.6, with the proofs also follow-
ing a nearly identical course. In this discussion, the degree of a polynomial
plays the role that absolute value plays for integers.

Proposition 1.8.6. Let f , g, h, u, and v denote polynomials in KŒx�.
(a) If uv D 1, then u; v 2 K.
(b) If f jg and gjf , then there is a k 2 K such that g D kf .
(c) Divisibility is transitive: If f jg and gjh, then f jh.
(d) If f jg and f jh, then for all polynomials s; t , f j.sg C th/.

Proof. For part (a), if uv D 1, then both of u; v must be nonzero. If either
of u or v had positive degree, then uv would also have positive degree.
Hence both u and v must be elements of K.

For part (b), if g D vf and f D ug, then g D uvg, or g.1�uv/ D 0.
If g D 0, then k D 0 meets the requirement. Otherwise, 1 � uv D 0,
so both u and v are elements of K, by part (a), and k D v satisfies the
requirement.

The remaining parts are left to the reader. n

What polynomials should be considered the analogues of prime num-
bers? The polynomial analogue of a prime number should be a polyno-
mial that does not admit any nontrivial factorization. It is always possi-
ble to ”factor out” an arbitrary nonzero element of K from a polynomial
f 2 KŒx�, f .x/ D c.c�1f .x//, but this should not count as a genuine
factorization. A nontrivial factorization f .x/ D g.x/h.x/ is one in which
both of the factors have positive degree (or, equivalently, each factor has
degree less than deg.f /) and the polynomial analogue of a prime num-
ber is a polynomial for which such a factorization is is not possible. Such
polynomials are called irreducible rather than prime.
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Definition 1.8.7. We say that a polynomial in KŒx� is irreducible if its
degree is positive and it cannot be written as a product of two polynomials
each of strictly smaller (positive) degree.

The analogue of the existence of prime factorizations for integers is
the following statement.

Proposition 1.8.8. Any polynomial inKŒx� of positive degree can be writ-
ten as a product of irreducible polynomials.

Proof. The proof is by induction on the degree. Every polynomial of de-
gree 1 is irreducible, by the definition of irreducibility. So let f be a
polynomial of degree greater than 1, and make the inductive hypothesis
that every polynomial whose degree is positive but less than the degree
of f can be written as a product of irreducible polynomials. If f is not
itself irreducible, then it can be written as a product, f D g1g2, where
1 � deg.gi / < deg.f /. By the inductive hypothesis, each gi is a product
of irreducible polynomials, and thus so is f . n

Proposition 1.8.9. KŒx� contains infinitely many irreducible polynomials.

Proof. If K is an field with infinitely many elements like Q, R or C, then
fx � k W k 2 Kg is already an infinite set of irreducible polynomials.
However, there also exist fields with only finitely many elements, as we
will see later. For such fields, we can apply the same proof as for Theorem
1.6.6 (replacing prime numbers by irreducible polynomials). n

Remark 1.8.10. It is not true in general that KŒx� has irreducible polyno-
mials of arbitrarily large degree. In fact, in CŒx�, every irreducible poly-
nomial has degree 1, and in RŒx�, every irreducible polynomial has degree
� 2. But in QŒx�, there do exist irreducible polynomials of arbitrarily
large degree. If K is a finite field, then for each n 2 N, KŒx� contains
only finitely many polynomials of degree � n. Therefore, since KŒx� has
infinitely many irreducible polynomials, it has irreducible polynomials of
arbitrarily large degree.
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Example 1.8.11. Let’s recall the process of long division of polynomials
by working out an example. Let p D 7x5 C 3x2 C x C 2 and d D

5x3 C 2x2 C 3x C 4. We wish to find polynomials q and r (quotient
and remainder) such that p D qd C r and deg.r/ < deg.d/. The first
contribution to q is 7

5
x2, and

p �
7

5
x2d D �

14

5
x4 �

21

5
x3 �

13

5
x2 C x C 2:

The next contribution to q is �
14
25
x, and

p � .
7

5
x2 �

14

25
x/ d D �

77

25
x3 �

23

25
x2 C

81

25
x C 2:

The next contribution to q is �
77
125

, and

p � .
7

5
x2 �

14

25
x �

77

125
/ d D

39

125
x2 C

636

125
x C

558

125
:

Thus,
q D

7

5
x2 �

14

25
x �

77

125

and
r D

39

125
x2 C

636

125
x C

558

125
:

Lemma 1.8.12. Let p and d be elements of KŒx�, with deg.p/ �

deg.d/ � 0. Then there is a monomial m D bxk 2 KŒx� and a poly-
nomial p0 2 KŒx� such that p D md C p0, and deg.p0/ < deg.p/.

Proof. Write p D anx
n C an�1x

n�1 C � � � C a0 and d D bsx
s C

bs�1x
s�1C� � �Cb0, where n D deg.p/ and s D deg.d/, and s � n. (Note

that d ¤ 0, because we required deg.d/ � 0.) Put m D .an=bs/x
n�s and

p0 D p �md . Then both p and md have leading term equal to anxn, so
deg.p0/ < deg.p/. n

Proposition 1.8.13. Let p and d be elements of KŒx�, with deg.d/ � 0.
Then there exist polynomials q and r in KŒx� such that p D dq C r and
deg.r/ < deg.d/.

Proof. The idea of the proof is illustrated by the preceding example: We
divide p by d , obtaining a monomial quotient and a remainder p0 of degree
strictly less than the degree of p. We then divide p0 by d , obtaining a
remainder p00 of still smaller degree. We continue in this fashion until we
finally get a remainder of degree less than deg.d/. The formal proof goes
by induction on the degree of p.
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If deg.p/ < deg.d/, then put q D 0 and r D p. So assume now that
deg.p/ � deg.d/ � 0, and that the result is true when p is replaced by
any polynomial of lower degree.

According to the lemma, we can write p D mdCp0, where deg.p0/ <

deg.p/. By the induction hypothesis, there exist polynomials q0 and r with
deg.r/ < deg.d/ such that p0 D q0d C r . Putting q D q0 C m, we have
p D qd C r . n

Definition 1.8.14. A polynomial f 2 KŒx� is a greatest common divisor
of nonzero polynomials p; q 2 KŒx� if

(a) f divides p and q in KŒx� and
(b) whenever g 2 KŒx� divides p and q, then g also divides f .

We are about to show that two nonzero polynomials in KŒx� always
have a greatest common divisor. Notice that a greatest common divisor
is unique up to multiplication by a nonzero element of K, by Proposition
1.8.6 (b). There is a unique greatest common divisor that is monic (i.e.,
whose leading coefficient is 1). When we need to refer to the greatest
common divisor, we will mean the one that is monic. We denote the monic
greatest common divisor of p and q by g.c.d..p; q/.

The following results (1.8.15 through 1.8.21 ) are analogues of results
for the integers, and the proofs are virtually identical to those for the in-
tegers, with Proposition 1.8.13 playing the role of Proposition 1.6.7. For
each of these results, you should write out a complete proof modeled on
the proof of the analogous result for the integers. You will end up under-
standing the proofs for the integers better, as well as understanding how
they have to be modified to apply to polynomials.

For integersm, n, we studied the set I.m; n/ D famCbn W a; b 2 Zg,
which played an important role in our discussion of the greatest common
divisor. Here we introduce the analogous set for polynomials.

Proposition 1.8.15. For polynomials f; g 2 KŒx�, let

I.f; g/ D faf C bg W a; b 2 KŒx�g:

(a) For all p; q 2 I.f; g/, p C q 2 I.f; g/ and �p 2 I.f; g/

(b) For all p 2 KŒx�, pI.f; g/ � I.f; g/.
(c) If p 2 KŒx� divides f and g, then p divides all elements of

I.f; g/.

Proof. Exercise 1.8.4. n
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Theorem 1.8.16. Any two nonzero polynomials f; g 2 KŒx� have a great-
est common divisor, which is an element of I.f; g/.

Proof. Mimic the proof of Proposition 1.6.10, with Proposition 1.8.13 re-
placing 1.6.7. Namely (assuming deg.f / � deg.g/), we do repeated di-
vision with remainder, each time obtaining a remainder of smaller degree.
The process must terminate with a zero remainder after at most deg.f /
steps:

g D q1f C f1

f D q2f1 C f2

:::

fk�2 D qkfk�1 C fk

:::

fr�1 D qrC1fr :

Here degf > deg.f1/ > deg.f2/ > : : : . By the argument of Proposition 1.6.10,
the final nonzero remainder fr is an element of I.f; g/ and is a greatest common
divisor of f and g. n

Example 1.8.17. Compute the (monic) greatest common divisor of

f .x/ D �4C 9 x � 3 x2 � 6 x3 C 6 x4 � 3 x5 C x6

and
g.x/ D 3 � 6 x C 4 x2 � 2 x3 C x4:

Repeated division with remainder gives

.�4C 9 x � 3 x2 � 6 x3 C 6 x4 � 3 x5 C x6/

D .�x C x2/.3 � 6 x C 4 x2 � 2 x3 C x4/C .�4C 12 x � 12 x2 C 4 x3/;

. 3 � 6 x C 4 x2 � 2 x3 C x4 /

D .
x

4
C
1

4
/.�4C 12 x � 12 x2 C 4 x3/C . 4 � 8 x C 4 x2/;

.�4C 12 x � 12 x2 C 4 x3/ D .�1C x /. 4 � 8 x C 4 x2/C 0:

Thus a (non-monic) greatest common divisor is

d.x/ D 4 � 8 x C 4 x2:

We can find the coefficients s.x/; t.x/ such that

d.x/ D s.x/ f .x/C t .x/ g.x/
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as follows: The sequence of quotients produced in the algorithm is q1 D

�x C x2, q2 D
x
4

C
1
4

, and q3 D �1 C x . The qk determine matrices

Qk D

�
0 1

1 �qk

�
. The coefficients s.x/; t.x/ comprise the first column

of the product Q D Q1Q2Q3. (Compare the proof of Proposition 1.6.10
and Example 1.6.11.) The result is

s.x/ D �
x

4
�
1

4
t.x/ D

x3

4
�
x

4
C 1:

The monic greatest common divisor of f .x/ and g.x/ is d1.x/ D .1=4/d.x/.
We have

d1.x/ D .1=4/s.x/f .x/C .1=4/t.x/g.x/:

Definition 1.8.18. Two polynomials f; g 2 KŒx� are relatively prime if
g:c:d:.f; g/ D 1.

Proposition 1.8.19. Two polynomials f; g 2 KŒx� are relatively prime if,
and only if, 1 2 I.f; g/.

Proof. Exercise 1.8.5. n

Proposition 1.8.20.
(a) Let p be an irreducible polynomial in KŒx� and f; g 2 KŒx�

nonzero polynomials. If p divides the product fg, then p divides
f or p divides g.

(b) Suppose that an irreducible polynomial p 2 KŒx� divides a prod-
uct f1f2 � � � fs of nonzero polynomials. Then p divides one of the
factors.

Proof. Exercise 1.8.8. n

Theorem 1.8.21. The factorization of a polynomial in KŒx� into irre-
ducible factors is essentially unique. That is, the irreducible factors ap-
pearing are unique up to multiplication by nonzero elements in K.

Proof. Exercise 1.8.9. n
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This completes our treatment of unique factorization of polynomials.
Before we leave the topic, let us notice that you haven’t yet learned any
general methods for recognizing irreducible polynomials, or for carrying
out the factorization of a polynomial by irreducible polynomials. In the
integers, you could, at least in principle, test whether a number n is prime,
and find its prime factors if it is composite, by searching for divisors among
the natural numbers �

p
n. For an infinite field such as Q, we cannot

factor polynomials in QŒx� by exhaustive search, as there are infinitely
many polynomials of each degree.

We finish this section with some elementary but important results re-
lating roots of polynomials to divisibility.

Proposition 1.8.22. Let p 2 KŒx� and a 2 K. Then there is a polynomial
q such that p.x/ D q.x/.x � a/C p.a/. Consequently, p.a/ D 0 if, and
only if, x � a divides p.

Proof. Write p.x/ D q.x/.x�a/Cr , where the remainder r is a constant.
Substituting a for x gives p.a/ D r . n

Definition 1.8.23. Say an element ˛ 2 K is a root of a polynomial p 2

KŒx� if p.˛/ D 0. Say the multiplicity of the root ˛ is k if x � ˛ appears
exactly k times in the irreducible factorization of p.

Corollary 1.8.24. A polynomial p 2 KŒx� of degree n has at most n roots
in K, counting with multiplicities. That is, the sum of multiplicities of all
roots is at most n.

Proof. If p D .x � ˛1/
m1.x � ˛2/

m2 � � � .x � ˛k/
mkq1 � � � qs , where the

qi are irreducible, then evidently m1 Cm2 C � � � Cmk � deg.p/. n

Exercises 1.8

Exercises 1.8.1 through 1.8.2 ask you to prove parts of Proposition 1.8.2.

1.8.1. Prove that addition in KŒx� is commutative and associative, that 0
is an identity element for addition in KŒx�, and that f C �f D 0 for all
f 2 KŒx�.
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1.8.2. Prove that multiplication in KŒx� is commutative and associative,
and that 1 is an identity element for multiplication.

1.8.3. Prove Proposition 1.8.5.

1.8.4. Prove Proposition 1.8.15.

1.8.5. Let h be a non-zero element of I.f; g/ of least degree. Show that
h is a greatest common divisor of f and g. Hint: Apply division with
remainder.

1.8.6. Show that two polynomials f; g 2 KŒx� are relatively prime if, and
only if, 1 2 I.f; g/.

1.8.7. Show that if p 2 KŒx� is irreducible and f 2 KŒx�, then either p
divides f , or p and f are relatively prime.

1.8.8. Let p 2 KŒx� be irreducible. Prove the following statements.
(a) If p divides a product fg of elements of KŒx�, then p divides f

or p divides g.
(b) If p divides a product f1f2 : : : fr of several elements of KŒx�,

then p divides one of the fi .
Hint: Mimic the arguments of Proposition 1.6.16 and Corollary 1.6.17.

1.8.9. Prove Theorem 1.8.21. (Mimic the proof of Theorem 1.6.18. )

1.8.10. For each of the following pairs of polynomials f; g, find the great-
est common divisor and find polynomials r; s such that rfCsg D g:c:d:.f; g/.

(a) x3 � 3x C 3, x2 � 4

(b) �4C 6 x � 4 x2 C x3, x2 � 4

1.8.11. Write a computer program to compute the greatest common divisor
of two polynomials f; g with real coefficients. Make your program find
polynomials r; s such that rf C sg D g:c:d:.f; g/.

The next three exercises explore the idea of the greatest common divisor
of several nonzero polynomials, f1; f2; : : : ; fk 2 KŒx�.

1.8.12. Make a reasonable definition of g:c:d.f1; f2; : : : ; fk/, and show
that g:c:d.f1; f2; : : : ; fk/ D g:c:d:.f1; g:c:d.f2; : : : ; fk///.

1.8.13.
(a) Let I D I.f1; f2; : : : ; fk/ D

fm1f1 Cm2f2 C � � � Cmkfk W m1; : : : ; mk 2 Zg:

Show that I has all the properties of I.f; g/ listed in Proposition
1.8.15.

(b) Show that f D g:c:d.f1; f2; : : : ; fk/ is an element of I of small-
est degree and that I D fKŒx�.
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1.8.14.
(a) Develop an algorithm to compute g:c:d.f1; f2; : : : ; fk/.
(b) Develop a computer program to compute the greatest common

divisor of any finite collection of nonzero polynomials with real
coefficients.

1.8.15.
(a) Suppose that p.x/ D anx

n C � � � C a1x C a0 2 ZŒx�. Suppose
that r=s 2 Q is a root of p, where r and s are relatively prime
integers. Show that s divides an and r divides a0. Hint: Start
with the equation p.r=s/ D 0, multiply by sn, and note, for
example, that all the terms except anrn are divisible by s.

(b) Conclude that any rational root of a monic polynomial in ZŒx� is
an integer.

(c) Conclude that x2 � 2 has no rational root, and therefore
p
2 is

irrational.

1.8.16.
(a) Show that a quadratic or cubic polynomial f .x/ in KŒx� is irre-

ducible if, and only if, f .x/ has no root in K.
(b) A monic quadratic or cubic polynomial f .x/ 2 ZŒx� is irre-

ducible if, and only if, it has no integer root.
(c) x3 � 3x C 1 is irreducible in QŒx�.

1.9. Counting
Counting is a fundamental and pervasive technique in algebra. In this sec-
tion we will discuss two basic counting tools, the binomial coefficients
and the method of inclusion-exclusion. These tools will be used to estab-
lish some not at all obvious results in number theory: First, the binomial
coefficients and the binomial theorem are used to prove Fermat’s little the-
orem (Proposition 1.9.10); then inclusion –exclusion is used to obtain a
formula for the Euler ' function (Proposition 1.9.18). Finally, we use the
formula for the ' function to obtain Euler’s generalization of the little Fer-
mat theorem (Theorem 1.9.20).

Let’s begin with some problems on counting subsets of a set. How
many subsets are there of the set f1; 2; 3g? There are 8 D 23 subsets,
namely ;, f1g, f2g, f3g, f1; 2g, f1; 3g, f2; 3g, and f1; 2; 3g.

How many subsets are there of a set with n elements? For each of
the n elements we have two possibilities: The element is in the subset, or
not. The in/out choices for the n elements are independent, so there are 2n

possibilities, that is, 2n subsets of a set with n elements.
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Here is another way to see this: Define a map � from the set of
subsets of f1; 2; : : : ; ng to the set of sequences .s1; s2; : : : ; sn/ with each
si 2 f0; 1g. Given a subset A of f1; 2; : : : ; ng, form the corresponding se-
quence �.A/ by putting a 1 in the j th position if j 2 A and a 0 in the j th

position otherwise. It’s not hard to check that � is a bijection. Therefore,
there are just as many subsets of f1; 2; : : : ; ng as there are sequences of n
0’s and 1’s, namely 2n.

Proposition 1.9.1. A set with n elements has 2n subsets.

How many two–element subsets are there of a set with five elements?
You can list all the two–element subsets of f1; 2; : : : ; 5g and find that there
are 10 of them.

How many two–element subsets are there of a set with n elements?

Let’s denote the number of two–element subsets by
�
n

2

�
. A two–element

subset of f1; 2; : : : ; ng either includes n or not. There are n � 1 two–
element subsets that do include n, since there are n � 1 choices for the
second element, and the number of two–element subsets that do not in-

clude n is
�
n � 1

2

�
. Thus, we have the recursive relation�

n

2

�
D .n � 1/C

�
n � 1

2

�
:

For example,�
5

2

�
D 4C

�
4

2

�
D 4C 3C

�
3

2

�
D 4C 3C 2C

�
2

2

�
D 4C 3C 2C 1 D 10:

In general, �
n

2

�
D .n � 1/C .n � 2/C � � � C 2C 1:

This sum is well known and equal to n.n�1/=2. (You can find an inductive
proof of the formula

.n � 1/C .n � 2/C � � � C 2C 1 D n.n � 1/=2

in Appendix C.1.)
Here is another argument for the formula�

n

2

�
D n.n � 1/=2
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that is better because it generalizes. Think of building the nŠ permutations
of f1; 2; : : : ; ng in the following way. First choose two elements to be the

first two (leaving n�2 to be the last n�2). This can be done in
�
n

2

�
ways.

Then arrange the first 2 (in 2Š D 2 ways) and the last n � 2 (in .n � 2/Š

ways). This strange process for building permutations gives the formula

nŠ D

�
n

2

�
2Š .n � 2/Š :

Now dividing by 2Š .n � 2/Š gives�
n

2

�
D

nŠ

2Š.n � 2/Š
D
n.n � 1/

2
:

The virtue of this argument is that it remains valid if 2 is replaced by
any k, 0 � k � n. So we have the following:

Proposition 1.9.2. Let n be a natural number and let k be an integer in

the range 0 � k � n. Let
�
n

k

�
denote the number of k-element subsets of

an n-element set. Then �
n

k

�
D

nŠ

kŠ.n � k/Š
:

We extend the definition by declaring
�
n

k

�
D 0 if k is negative or

greater than n. Also, we declare
�
0

0

�
D 1 and

�
0

k

�
D 0 if k ¤ 0. Note

that
�
n

0

�
D

�
n

n

�
D 1 for all n � 0. The expression

�
n

k

�
is generally read

as “n choose k.”

Here are some elementary properties of the numbers
�
n

k

�
.

Lemma 1.9.3. Let n be a natural number and k 2 Z.

(a)
�
n

k

�
is a nonnegative integer.

(b)
�
n

k

�
D

�
n

n � k

�
.

(c)
�
n

k

�
D

�
n � 1

k

�
C

�
n � 1

k � 1

�
.
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Proof. Part (a) is evident from the definition of
�
n

k

�
.

The formula
�
n

k

�
D

nŠ

kŠ.n � k/Š
implies (b) when 0 � k � n. But

when k is not in this range, neither is n � k, so both sides of (b) are zero.
When k is 0, both sides of (c) are equal to 1. When k is negative or

greater than n, both sides of (c) are zero. For 0 < k � n, (c) follows from
a combinatorial argument: To choose k elements out of f1; 2; : : : ; ng, we
can either choose n, together with k � 1 elements out of f1; 2; : : : ; n� 1g,

which can be done in
�
n � 1

k � 1

�
ways, or we can choose k elements out of

f1; 2; : : : ; n � 1g, which can be done in
�
n � 1

k

�
ways. n

Example 1.9.4. The coefficients
�
n

k

�
have an interpretation in terms of

paths. Consider paths in the .x; y/–plane from .0; 0/ to a point .a; b/ with
nonnegative integer coordinates. We admit only paths of aC b “steps,” in
which each step goes one unit to the right or one unit up; that is, each step
is either a horizontal segment from an integer point .x; y/ to .x C 1; y/,
or a vertical segment from .x; y/ to .x; y C 1/. How many such paths are
there? Each path has exactly a steps to the right and b steps up, so a path
can be specified by a sequence with a R’s and b U’s. Such a sequence
is determined by choosing the positions of the a R’s, so the number of

sequences (and the number of paths) is
�
aC b

a

�
D

�
aC b

b

�
.

The numbers
�
n

k

�
are called binomial coefficients, because of the fol-

lowing proposition:

Proposition 1.9.5. (Binomial theorem). Let x and y be numbers (or vari-
ables). For n � 0 we have

.x C y/n D

nX
kD0

�
n

k

�
xkyn�k :

Proof. .x C y/n is a sum of 2n monomials, each obtained by choosing x
from some of the n factors, and choosing y from the remaining factors.
For fixed k, the number of monomials xkyn�k in the sum is the number of
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ways of choosing k objects out of n, which is
�
n

k

�
. Hence the coefficient

of xkyn�k in the product is
�
n

k

�
. n

Corollary 1.9.6.

(a) 2n D

nX
kD0

�
n

k

�
.

(b) 0 D

nX
kD0

.�1/k
�
n

k

�
.

(c) 2n�1
D

nX
k D 0

k odd

�
n

k

�
D

nX
k D 0

k even

�
n

k

�
.

Proof. Part (a) follows from the combinatorial interpretation of the two
sides: The total number of subsets of an n element set is the sum over
k of the number of subsets with k elements. Part (a) also follows from
the binomial theorem by putting x D y D 1. Part (b) follows from the
binomial theorem by putting x D �1; y D 1. The two sums in part (c) are
equal by part (b), and they add up to 2n by part (a); hence each is equal to
2n�1. n

Example 1.9.7. We can obtain many identities for the binomial coeffi-
cients by starting with the special case of the binomial theorem:

.1C x/n D

nX
kD0

�
n

k

�
xk;

regarding both sides as functions in a real variable x, manipulating the
functions (for example, by differentiating, integrating, multiplying by x,
etc.), and finally evaluating for a specific value of x. For example, differ-
entiating the basic formula gives

n.1C x/n�1
D

nX
kD1

k

�
n

k

�
xk�1:

Evaluating at x D 1 gives

n2n�1
D

nX
kD1

k

�
n

k

�
;
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while evaluating at x D �1 gives

0 D

nX
kD1

.�1/k�1k

�
n

k

�
:

Lemma 1.9.8. Let p be a prime number.

(a) If 0 < k < p, then
�
p

k

�
is divisible by p.

(b) For all integers a and b, .aC b/p � ap C bp .mod p/.

Proof. For part (a), we have pŠ D

�
p

k

�
kŠ .p � k/Š. Now p divides pŠ,

but p does not divide kŠ or .n � k/Š. Consequently, p divides
�
p

k

�
.

The binomial theorem gives .a C b/p D
Pp

kD0

�
p

k

�
akbn�k . By

part (a), all the terms for 0 < k < p are divisible by p, so .a C b/p is
congruent modulo p to the sum of the terms for k D 0 and k D p, namely
to ap C bp. n

I hope you already discovered the first part of the next lemma while
doing the exercises for Section 1.7.

Proposition 1.9.9.
(a) Let n � 2 be a natural number. An element Œa� 2 Zn has a

multiplicative inverse if, and only if, a is relatively prime to n.
(b) If p is a prime, then every nonzero element of Zp is invertible.

Proof. If a is relatively prime to n, there exist integers s; t such that as C

nt D 1. But then as � 1 .mod n/, or Œa�Œs� D Œ1� in Zn. On the other
hand, if a is not relatively prime to n, then a and n have a common divisor
k > 1. Say kt D a and ks D n. Then as D kts D nt . Reducing
modulo n gives Œa�Œs� D Œ0�, so Œa� is a zero divisor in Zn, and therefore
not invertible.

If p is a prime, and Œa� ¤ 0 in Zp, then a is relatively prime to p, so
Œa� is invertible in Zp by part (a). n

Proposition 1.9.10. (Fermat’s little theorem). Let p be a prime number.
(a) For all integers a, we have ap � a .mod p/.
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(b) If a is not divisible by p, then ap�1 � 1 .mod p/.

Proof. It suffices to show this for a a natural number (since the case a D 0

is trivial and the case a < 0 follows from the case a > 0). The proof goes
by induction on a. For a D 1, the assertion is obvious. So assume that
a > 1 and that .a � 1/p � a � 1 .mod p/. Then

ap D ..a � 1/C 1/p

� .a � 1/p C 1 .mod p/

� .a � 1/C 1 .mod p/ D a;

where the first congruence follows from Lemma 1.9.8, and the second from
the induction assumption.

The conclusion of part (a) is equivalent to Œa�p D Œa� in Zp. If a is not
divisible by p, then by the previous proposition, Œa� has a multiplicative
inverse Œa��1 in Zp. Multiplying both sides of the equation by Œa��1 gives
Œa�p�1 D Œ1�. But this is equivalent to ap�1 � 1 .mod p/. n

Inclusion–Exclusion
Suppose you have three subsets A, B and C of a finite set U , and you

want to count A[B [C . If you just add jAj C jBj C jC j, then you might
have too large a result, because any element that is in more than one of
the sets has been counted multiple times. So you can try to correct this
problem by subtracting off the sizes of the intersections of pairs of sets,
obtaining a new estimate for jA[B [C j, namely jAj C jBj C jC j � jA\

Bj � jA\C j � jB \C j. But this might be too small! If an element lies in
A \ B \ C , then it has been counted three times in jAj C jBj C jC j, but
uncounted three times in �jA \ Bj � jA \ C j � jB \ C j, so altogether it
hasn’t been counted at all. To fix this, we had better add back jA\B\C j.
So our next (and final) estimate is

jA [ B [ C j D jAj C jBj C jC j

� jA \ Bj � jA \ C j � jB \ C j C jA \ B \ C j: (1.9.1)

This is correct, because if an element is in just one of the sets, it is counted
just once; if it is in exactly two of the sets, then it is counted twice in jAjC

jBj C jC j, but then uncounted once in jA \ Bj �

jA\C j � jB \C j; if it is in all three sets, then it is counted three times in
jAj C jBj C jC j, uncounted three times in �jA\Bj � jA\C j � jB \C j,
and again counted once in jA \ B \ C j.

We want to obtain a generalization of Formula (1.9.1) for any number
of subsets.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 62 — #74 i
i

i
i

i
i

62 1. ALGEBRAIC THEMES

Let U be any set. For a subset X � U , the characteristic function of
X is the function 1X W U ! f0; 1g defined by 1X .u/ D 1 if u 2 X and
1X .u/ D 0 otherwise. Evidently, the characteristic function of the relative
complement of X is 1UnX D 1 � 1X , and the characteristic function of
the intersection of two sets is the product of the characteristic functions:
1X\Y D 1X1Y .

Let X 0 denote the relative complement of a subset X � U ; that is,
X 0 D U nX .

Proposition 1.9.11. Let A1; A2; : : : ; An be subsets of U . Then
(a)

1A0
1\A0

2\���\A0
n

D 1�
X
i

1Ai
C

X
i<j

1Ai \Aj
�

X
i<j<k

1Ai \Aj \Ak

C � � � C .�1/n1A1\���An
:

(b)

1A1[A2[���[An
D

X
i

1Ai
�

X
i<j

1Ai \Aj
C

X
i<j<k

1Ai \Aj \Ak

� � � � C .�1/n�11A1\���An
:

Proof. For part (a), evaluate both sides of the equation at some u 2 U . If
u is in none of the Ai , then both the left and right sides of the equation,
evaluated at u, give 1. On the other hand, if u is in exactly k of the Ai ,
then the left side of the equation, evaluated at u is zero, and the right side
is

1 � k C

�
k

2

�
�

�
k

3

�
C � � � C .�1/k

�
k

k

�
;

which is equal to zero by Corollary 1.9.6(b). Part (b) follows from part (a),
because A0

1 \ A0
2 \ � � � \ A0

n D .A1 [ A2 [ � � � [ An/
0. n

Corollary 1.9.12. Suppose that U is a finite set and that A1; A2; : : : ; An
are subsets of U . Then

(a)

jA0
1 \ A0

2 \ � � � \ A0
nj D jU j �

X
i

jAi j C

X
i<j

jAi \ Aj j

�

X
i<j<k

jAi \ Aj \ Akj C � � � C .�1/njA1 \ � � �Anj:
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(b)

jA1 [ A2 [ � � � [ Anj D

X
i

jAi j �

X
i<j

jAi \ Aj j

C

X
i<j<k

jAi \ Aj \ Akj � � � � C .�1/n�1
jA1 \ � � �Anj:

Proof. For any subset X of U , jX j D
P
u2U 1X .u/. The desired equali-

ties are obtained by starting with the identities for characteristic functions
given in the proposition, evaluating both sides at u 2 U , and summing
over u. n

The formulas given in the corollary are called the inclusion-exclusion
formulas.

Example 1.9.13. Find a formula for the number of permutations � of n
with no fixed points. That is, � is required to satisfy �.j / ¤ j for all
1 � j � n. Such permutations are sometimes called derangements. Take
U to be the set of all permutations of f1; 2; : : : ; ng, and let Ai be the set of
permutations � of f1; 2; : : : ; ng such that �.i/ D i . Thus eachAi is the set
of permutations of n � 1 objects, and so has size .n � 1/Š. In general, the
intersection of any k of the Ai is the set of permutations of n � k objects,
and so has cardinality .n� k/Š. The situation is ideal for application of the
inclusion-exclusion formula because the size of the intersection of k of the
Ai does not depend on the choice of the k subsets. The set of derangements
is A0

1 \ A2 \ � � � \ A0
n, and its cardinality is

Dn D jA0
1 \ A0

2 \ � � � \ A0
nj D jU j �

X
i

jAi j C

X
i<j

jAi \ Aj j

�

X
i<j<k

jAi \ Aj \ Akj C � � � C .�1/njA1 \ � � �Anj:

As each k-fold intersection has cardinality .n�k/Š and there are
�
n

k

�
such

intersections, Dn evaluates to

Dn D nŠ�n.n�1/ŠC

�
n

2

�
.n�2/Š�: : :C.�1/k

�
n

k

�
.n�k/ŠC� � �C.�1/n:

This sum can be simplified as follows:

Dn D D

nX
kD0

.�1/k
�
n

k

�
.n � k/Š D nŠ

nX
kD0

.�1/k
1

kŠ
:
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Since
1X
kD0

.�1/k
1

kŠ
is an alternating series with limit 1=e, we have

j1=e �

nX
kD0

.�1/k
1

kŠ
j � 1=.nC 1/Š;

so
jDn � nŠ=ej � nŠ=.nC 1/Š D 1=.nC 1/:

Therefore, Dn is the integer closest to nŠ=e.

Example 1.9.14. Ten diners leave coats in the wardrobe of a restaurant.
In how many ways can the coats be returned so that no customer gets his
own coat back? The number of ways in which the coats can be returned,
each to the wrong customer, is the number of derangements of 10 objects,
D10 D 1; 333; 961.

The primary goal of our discussion of inclusion-exclusion is to obtain
a formula for the Euler '-function:

Definition 1.9.15. For each natural number n, '.n/ is defined to be the the
cardinality of the set of natural numbers k < n such that k is relatively
prime to n.

Lemma 1.9.16. Let k and n be be natural numbers, with k dividing n. The
number of natural numbers j � n such that k divides j is n=k.

Proof. Say kd D n. The set of natural numbers that are no greater than
n and divisible by k is fk; 2k; 3k; : : : ; dk D ng, so the size of this set is
d D n=k. n

Corollary 1.9.17. If p is a prime number, then for all k � 1, '.pk/ D

pk�1.p � 1/.

Proof. A natural number j less than pk is relatively prime to pk if, and
only if, p does not divide j . The number of natural numbers j � pk such
that p does divide j is pk�1, so the number of natural numbers j � n

such that p does not divide j is pk � pk�1. n



i
i

“bookmt” — 2006/8/8 — 12:58 — page 65 — #77 i
i

i
i

i
i

1.9. COUNTING 65

Let n be a natural number with prime factorization n D p
k1

1 � � �p
ks
s .

A natural number is relatively prime to n if it is not divisible by any of the
pi appearing in the prime factorization of n. Let us take our “universal
set” to be the set of natural numbers less than or equal to n. For each i
(1 � i � s), let Ai be the set of natural numbers less than or equal to
n that are divisible by pi . Then '.n/ D jA0

1 \ A0
2 \ � � � \ A0

sj. In order
to use the inclusion-exclusion formula, we need to know jAi1 \ � � � \ Air j

for each choice of r and of fi1; : : : ; irg. In fact, Ai1 \ � � � \ Air is the set
of natural numbers less than or equal to n that are divisible by each of
pi1 ; pi2 ; : : : ; pir and thus by pi1pi2 � � �pir . Since pi1pi2 � � �pir divides n,
the number of natural numbers a � n such that pi1pi2 � � �pir divides a is

n

pi1pi2 � � �pir
. Thus we have the formula

'.n/ D jA0
1 \ A0

2 \ � � � \ A0
nj

D jU j �

X
i

jAi j C

X
i<j

jAi \ Aj j �

X
i<j<k

jAi \ Aj \ Akj

C � � � C .�1/sjA1 \ � � � \ Asj

D n �

X
i

n

pi
C

X
i<j

n

pipj
�

X
i<j<k

n

pipjpk
C � � � C .�1/s

n

p1p2 � � �ps
:

The very nice feature of this formula is that the right side factors,

'.n/ D n.1 �
1

p1
/.1 �

1

p2
/ � � � .1 �

1

ps
/:

Proposition 1.9.18. Let n be a natural number with prime factorization
n D p

k1

1 � � �p
ks
s . Then

(a) '.n/ D n.1 �
1

p1
/.1 �

1

p2
/ � � � .1 �

1

ps
/:

(b)
'.n/ D '.p

k1

1 / � � �'.pks
s /:

Proof. The formula in part (a) was obtained previously. The result in part
(b) is obtained by rewriting

n.1 �
1

p1
/.1 �

1

p2
/ � � � .1 �

1

ps
/

D p
k1

1 .1 �
1

p1
/p
k2

2 .1 �
1

p2
/ � � �pks

s .1 �
1

ps
/

D '.p
k1

1 / � � �'.pks
s /:

n
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Corollary 1.9.19. If m and n are relatively prime, then '.mn/ D

'.m/'.n/.

The following theorem of Euler is a substantial generalization of Fer-
mat’s little theorem:

Theorem 1.9.20. (Euler’s theorem). Fix a natural number n. If a 2 Z is
relatively prime to n, then

a'.n/ � 1 .mod n/:

One proof of this theorem is outlined in the Exercises. Another proof
is given in the next section (based on group theory).

Example 1.9.21. Take n D 7 and a D 4. '.7/ D 6, and 4 is relatively
prime to 7, so 46 � 1 .mod 7/. In fact, 46 � 1 D 4095 D 7 � 585.

Take n D 16 and a D 7. '.16/ D 8, and 7 is relatively prime to 16,
so 78 � 1 .mod 16/. In fact, 78 � 1 D 5764801 D 16 � 360300.

Exercises 1.9

1.9.1. Prove the binomial theorem by induction on n.

1.9.2. Prove that 3n D
Pn
kD0

�
n

k

�
2k .

1.9.3. Prove that 3n D
Pn
kD0.�1/

k

�
n

k

�
4n�k .

1.9.4. Prove that

n.n � 1/2n�2
D

nX
kD0

k.k � 1/

�
n

k

�
:

Use this to find a formula for
Pn
kD0 k

2

�
n

k

�
.

1.9.5. Bernice lives in a city whose streets are arranged in a grid, with
streets running north-south and east-west. How many shortest paths are
there from her home to her business, that lies 4 blocks east and 10 blocks
north of her home? How many paths are there which avoid the pastry shop
located 3 blocks east and 6 blocks north of her home?
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1.9.6. Bernice travels from home to a restaurant located n blocks east and n
blocks north. On the way, she must pass through one of nC1 intersections
located n blocks from home: The intersections have coordinates .0; n/,
.1; n � 1/, . . . , .n; 0/. Show that the number of paths to the restaurant

that pass through the intersection with coordinates .k; n � k/ is
�
n

k

�2
.

Conclude that
nX
kD0

�
n

k

�2
D

�
2n

n

�
:

1.9.7. How many natural numbers � 1000 are there that are divisible by
7? How many are divisible by both 7 and 6? How many are not divisible
by any of 7, 6, 5?

1.9.8. A party is attended by 10married couples (one man and one woman
per couple).

(a) In how many ways can the men and women form pairs for a
dance so that no man dances with his wife?

(b) In how many ways the men and women form pairs for a dance so
that exactly three married couples dance together?

(c) In how many ways can the 20 people sit around a circular table,
with men and women sitting in alternate seats, so that no man
sits opposite his wife? Two seating arrangements are regarded
as being the same if they differ only by a rotation of the guests
around the table.

1.9.9. Show that Fermat’s little theorem is a special case of Euler’s theo-
rem.

The following three exercises outline a proof of Euler’s theorem.

1.9.10. Let p be a prime number. Show that for all integers k and for all
nonnegative integers s,

.1C kp/p
s

� 1 .mod psC1/:

Moreover, if p is odd and k is not divisible by p, then

.1C kp/p
s

6� 1 .mod psC2/:

Hint: Use induction on s.
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1.9.11.
(a) Suppose that the integer a is relatively prime to the prime p.

Then for all integers s � 0,

ap
s.p�1/

� 1 .mod psC1/:

Hint: By Fermat’s little theorem, ap�1 D 1 C kp for some in-
teger k. Thus ap

s.p�1/ D .1 C kp/p
s

. Now use the previous
exercise.

(b) Show that the statement in part (a) is the special case of Euler’s
theorem, for n a power of a prime.

1.9.12. Let n be a natural number with prime factorization n D p
k1

1 � � �p
ks
s ,

and let a be an integer that is relatively prime to n.

(a) Fix an index i (1 � i � s) and put b D a
Q

j ¤i '.p
kj

j
/. Show b

is also relatively prime to n.

(b) Show that a'.n/ D b'.p
ki
i
/, and apply the previous exercise to

show that a'.n/ � 1 .mod pki

i /.
(c) Observe that a'.n/ � 1 is divisible by pki

i for each i . Conclude
that a'.n/ � 1 is divisible by n. This is the conclusion of Euler’s
theorem.

1.10. Groups
An operation or product on a set G is a function from G �G to G.

An operation gives a rule for combining two elements ofG to produce
another element of G. For example, addition is an operation on the set of
natural numbers whose value at a pair .a; b/ is aCb. For another example,
let M be the set of all real valued functions of a real variable, that is, all
functions f W R �! R. Then composition is an operation on M whose
value at a pair .f; g/ is f ı g.

We have seen several examples of sets with an operation satisfying the
following three properties:

� The product is associative.
� There is an identity element e with the property that the product

of e with any other element a (in either order) is a.
� For each element a there is an inverse element a�1 satisfying
aa�1 D a�1a D e.

Examples we have considered so far are as follows:
� The set of symmetries of a geometric figure with composition of

symmetries as the product.
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� The set of permutations of a (finite) set, with composition of per-
mutations as the product.

� The set of integers with addition as the operation.
� Zn with addition as the operation. Indeed, Proposition 1.7.7,

parts (a), (b), and (c), says that addition in Zn is associative and
has an identity Œ0�, and that all elements of Zn have an additive
inverse.

� KŒx� with addition as the operation. In fact, Proposition 1.8.2,
parts (a), (b), and (c), says that addition in KŒx� is associative,
that 0 is an identity element for addition, and that all elements of
KŒx� have an additive inverse.

It is convenient and fruitful to make a concept out of the common char-
acteristics of these several examples. So we make the following definition:

Definition 1.10.1. A group is a (nonempty) set G with a product, denoted
here simply by juxtaposition, satisfying the following properties:

(a) The product is associative: For all a; b; c 2 G, we have .ab/c D

a.bc/.
(b) There is an identity element e 2 G with the property that for all

a 2 G, ea D ae D a.
(c) For each element a 2 G there is an element a�1 2 G satisfying

aa�1 D a�1a D e.

Here are a few additional examples of groups:

Example 1.10.2.
(a) Any of the familiar number systems Q, R, or C, with addition as

the operation.
(b) The positive real numbers, with multiplication as the operation.
(c) The nonzero complex numbers (or real numbers or rational num-

bers), with multiplication as the operation. (The set of nonzero
elements in a field F is denoted by F �; for example, the set of
nonzero complex numbers is denoted by C�.)

(d) The set of invertible n-by-n matrices with entries in R, with ma-
trix multiplication as the product. Indeed, the product AB of
invertible n-by-n matrices A and B is invertible with inverse
B�1A�1. The product of matrices is associative, so matrix mul-
tiplication defines an associative product on the set of invertible
n-by-n matrices. The identity matrix E, with 1’s on the diagonal
and 0’s off the diagonal, is the identity element for matrix mul-
tiplication, and the inverse of a matrix is the inverse for matrix
multiplication.
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The Virtues of Abstraction
Abstraction, the process of elevating recurring phenomena to a con-

cept, has several purposes and advantages. First, it is a tool for organizing
our knowledge of phenomena. To understand phenomena, it already helps
to classify them according to their common features. Second, abstraction
yields efficiency by eliminating the need for redundant arguments; certain
results are valid for all groups, or for all finite groups, or for all groups
satisfying some additional hypothesis. Instead of of proving these results
again and again for symmetry groups, for permutation groups, for groups
of invertible matrices, and so on, we can prove them once and for all for
all groups (or for all finite groups, or for all groups satisfying property
xyz). Indeed, finding more or less the same arguments employed to es-
tablish analogous properties of different objects is a clue that we should
identify some abstract class of objects, such that the arguments apply to all
members of the class.

The most important advantage of abstraction, however, is that it allows
us to see different objects of a class in relation to one another. This gives
us a deeper understanding of the individual objects.

The first way that two groups may be related is that they are essentially
the same group. Let’s consider an example:

Inside the symmetry group of the square card, consider the set R D

fe; r; r2; r3g. Verify that this subset of the symmetry group is a group
under composition of symmetries (Exercise 1.10.1).

On the other hand, the set C4 D fi;�1;�i; 1g of fourth roots of 1 in
C is a group under multiplication of complex numbers.

The group R is essentially the same as the groupH . Define a bijection
between these two groups by

e $ 1

r $ i

r2 $ �1

r3 $ �i:

Under this bijection, the multiplication tables of the two groups match up:
If we apply the bijection to each entry in the multiplication table of R, we
obtain the multiplication table for H . Verify this statement; see Exercise
1.10.3. So although the groups seem to come from different contexts, they
really are essentially the same and differ only in the names given to the
elements.

Two groups G and H are said to be isomorphic if there is a bijective
map f W H ! G between them that makes the multiplication table of one
group match up with the multiplication table of the other. The map f is
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called an isomorphism. (The requirement on f is this: Given a; b; c in H ,
we have c D ab if and only if f .c/ D f .a/f .b/.)

For another example, the permutation group S3 is isomorphic to the
group of symmetries of an equilateral triangular card, as is shown in Exer-
cise 1.5.2.

Another simple way in which two groups may be related is that one
may be contained in the other. For example, the set of symmetries of the
square card that do not exchange top and bottom is fe; r; r2; r3g; this is
a group in its own right. So the group of symmetries of the square card
contains the group fe; r; r2; r3g as a subgroup. Another example: The set
of eight invertible 3-by-3 matrices fE;A;B; C;D;R;R2; R3g introduced
in Section 1.4 is a group under the operation of matrix multiplication; so it
is a subgroup of the group of all invertible 3-by-3 matrices.

A third way in which two groups may be related to one another is more
subtle. A map f W H ! G between two groups is said to be a homomor-
phism if f take products to products, identity to identity, and inverses to
inverses. (An isomorphism is a bijective homomorphism.) Actually these
requirements are redundant, as we shall see later; it is enough to require
f .ab/ D f .a/f .b/ for all a; b 2 H , as the other properties follow from
this.

For example, the map f W Z ! Zn defined by f .a/ D Œa� is a
homomorphism of groups, because

f .aC b/ D ŒaC b� D Œa�C Œb� D f .a/C f .b/:

For another example, the map x 7! ex is a homomorphism of groups
between the group R, with addition, to the group of nonzero real numbers,
with multiplication, because exCy D exey .

Let us use the group concept to obtain a new proof of Euler’s theorem,
from the previous section. Recall that an element Œa� of Zn is invertible if,
and only if a is relatively prime to n (Proposition 1.9.9). The number of
invertible elements is therefore '.n/.

Lemma 1.10.3. The set ˚.n/ of elements in Zn possessing a multiplica-
tive inverse forms a group (of cardinality '.n/) under multiplication, with
identity element Œ1�.

Proof. The main point is to show that if Œa� and Œb� are elements of ˚.n/,
then their product Œa�Œb� D Œab� is also an element of ˚.n/. We can see
this in two different ways.

First, by hypothesis Œa� has a multiplicative inverse Œx� and Œb� has a
multiplicative inverse Œy�. Then Œa�Œb� has multiplicative inverse Œy�Œx�,
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because
.Œa�Œb�/.Œy�Œx�/ D Œa�.Œb�.Œy�Œx�//

D Œa�..Œb�Œy�/Œx�/ D Œa�.Œ1�Œx�/ D Œa�Œx� D Œ1�:

A second way to see that Œab� 2 ˚.n/ is that the invertibility of Œa� and Œb�
implies that a and b are relatively prime to n, and it follows that ab is also
relatively prime to n. Hence Œab� 2 ˚.n/.

It is clear that Œ1� 2 ˚.n/. Now since multiplication is associative on
Zn, it is also associative on ˚.n/, and since Œ1� is a multiplicative identity
for Zn, it is also a multiplicative identity for ˚.n/. Finally, every element
in ˚.n/ has a multiplicative inverse, by definition of ˚.n/. This proves
that ˚.n/ is a group. n

Now we state a basic theorem about finite groups, whose proof will
have to wait until the next chapter (Theorem 2.5.6):

If G is a finite group of size n, then for every element g 2 G, we have
gn D e.

Now we observe that Euler’s theorem is an immediate consequence of
this principle of group theory:

New proof of Euler’s theorem. Since ˚.n/ is a group of size j˚.n/j D

'.n/, we have Œa�'.n/ D Œ1�, for all Œa� 2 ˚.n/, by the theorem of group
theory just mentioned. But Œa� 2 ˚.n/ if, and only if, a is relatively prime
to n, and Œa�'.n/ D Œ1� translates to a'.n/ � 1 .mod n/. n

This proof is meant to demonstrate the power of abstraction. Our first
proof of Euler’s theorem (in the Exercises of the previous section) was en-
tirely elementary, but it was a little complicated, and it required detailed
information about the Euler ' function. The proof here requires only that
we recognize that ˚.n/ is a group of size '.n/ and apply a general princi-
ple about finite groups.

Exercises 1.10

1.10.1. Show that set of symmetries R D fe; r; r2; r3g of the square card
is a group under composition of symmetries.

1.10.2. Show that C4 D fi;�1;�i; 1g is a group under complex multipli-
cation, with 1 the identity element.

1.10.3. . Consider the group C4 D fi;�1;�i; 1g of fourth roots of unity
in the complex numbers and the group R D fe; r; r2; r3g contained in the
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group of rotations of the square card. Show that the bijection

e $ 1

r $ i

r2 $ �1

r3 $ �i

produces a matching of the multiplication tables of the two groups. That
is, if we apply the bijection to each entry of the multiplication table of
H , we produce the multiplication table of R. Thus, the two groups are
isomorphic.

1.10.4. Show that the group C4 D fi;�1;�i; 1g of fourth roots of unity in
the complex numbers is isomorphic to Z4.

The next several exercises give examples of groups coming from var-
ious areas of mathematics and require some topology or real and complex
analysis. Skip the exercises for which you do not have the appropriate
background.

1.10.5. An isometry of R3 is a bijective map T W R3 ! R3 satisfying
d.T .x/; T .y// D d.x; y/ for all x; y 2 R3. Show that the set of isome-
tries of R3 forms a group. (You can replace R3 with any metric space.)

1.10.6. A homeomorphism of R3 is a bijective map T W R3 ! R3 such
that both T and its inverse are continuous. Show that the set of homeomor-
phisms of R3 forms a group under composition of maps. (You can replace
R3 with any metric space or, more generally, with any topological space.
Do not confuse the similar words homomorphism and homeomorphism.)

1.10.7. A C 1 diffeomorphism of R3 is a bijective map T W R3 ! R3

having continuous first–order partial derivatives. Show that the set of C 1

diffeomorphisms of R3 forms a group under composition of maps. (You
can replace R3 with any open subset of Rn.)

1.10.8. Show that the set of bijective holomorphic (complex differentiable)
maps from an open subset U of C onto itself forms a group under compo-
sition of maps.

1.10.9. Show that the set of affine transformations of Rn, x 7! S.x/C b,
where S is an invertible linear transformation and b is a vector, forms a
group, under composition of maps.

1.10.10. A fractional linear transformation of C is a transformation of the

form z 7!
az C b

cz C d
, where a; b; c; d are complex numbers. Actually such

a transformation should be regarded as a transformation of C [ f1g; for
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example, z 7!
2z C 1

3z � 1=2
maps 1=6 to 1 and 1 to 2=3. Show that the set

of fractional linear transformations is closed under composition. Find the
condition for a fractional linear transformation to be invertible, and show
that the set of invertible fractional linear transformations forms a group.

1.11. Rings and Fields
You are familiar with several algebraic systems having two operations, ad-
dition and multiplication, satisfying several of the usual laws of arithmetic:

1. The set Z of integers
2. The set KŒx� of polynomials over a field K
3. The set Zn of integers modulo n
4. The set Matn.R/ of n-by-nmatrices with real entries, with entry-

by-entry addition of matrices, and matrix multiplication
In each of these examples, the set is group under the operation of ad-

dition, multiplication is associative, and there are distributive laws relating
multiplication and addition: x.aCb/ D xaCxb, and .aCb/x D axCbx.
In the first three examples, multiplication is commutative, but in the fourth
example, it is not.

Again, it is fruitful to make a concept out of the common characteris-
tics of these examples, so we make the following definition:

Definition 1.11.1. A ring is a (nonempty) set R with two operations: ad-
dition, denoted here by C, and multiplication, denoted by juxtaposition,
satisfying the following requirements:

(a) Under addition, R is an abelian group.
(b) Multiplication is associative.
(c) Multiplication distributes over addition: a.b C c/ D ab C ac,

and .b C c/a D baC ca for all a; b; c 2 R.

Multiplication need not be commutative in a ring, in general. If multi-
plication is commutative, the ring is called a commutative ring.

Some additional examples of rings are as follows:

Example 1.11.2.
(a) The familiar number systems R, Q, C are rings. The set of nat-

ural numbers N is not a ring, because it is not a group under
addition.

(b) The set KŒX; Y � of polynomials in two variables over a field K
is a commutative ring.
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(c) The set of real–valued functions on a set X , with pointwise addi-
tion and multiplication of functions, .f Cg/.x/ D f .x/Cg.x/,
and .fg/.x/ D f .x/g.x/, for functions f and g and x 2 X , is
a commutative ring.

(d) The set of n-by-n matrices with integer entries is a noncommu-
tative ring.

There are many, many variations on these examples: matrices with
complex entries or with with polynomial entries; functions with complex
values, or integer values; continuous or differentiable functions; polyno-
mials with any number of variables.

Many rings have an identity element for multiplication, usually de-
noted by 1. (The identity element satisfies 1a D a1 D a for all elements a
of the ring. Some rings do not have an identity element!)

Example 1.11.3.
(a) The identity matrix (diagonal matrix with diagonal entries equal

to 1) is the multiplicative identity in the n-by-n matrices.
(b) The constant polynomial 1 is the multiplicative identity in the

ring RŒx�.
(c) The constant function 1 is the multiplicative identity in the ring

of real–valued functions on a set X .

In a ring with a multiplicative identity, nonzero elements may or may
not have multiplicative inverses; A multiplicative inverse for an element a
is an element b such that ab D ba D 1. An element with a multiplicative
inverse is called a unit or an invertible element.

Example 1.11.4.
(a) Some nonzero square matrices have multiplicative inverses, and

some do not. The condition for a square matrix to be invertible
is that the rows (or columns) are linearly independent or, equiva-
lently, that the determinant is nonzero.

(b) In the ring of integers, the only units are ˙1. In the real numbers,
every nonzero element is a unit.

(c) In the ring Zn, the units are the classes Œa� where a is relatively
prime to n, by Proposition 1.9.9.

(d) In the ring RŒx�, the units are nonzero constant polynomials.
(e) In the ring of real–valued functions defined on a set, the units are

the functions that never take the value zero.

Just as with groups, rings may be related to one another, and under-
standing their relations helps us to understand their structure. For example,
one ring may be contained in another as a subring.
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Example 1.11.5.
(a) Z is a subring of Q.
(b) The ring of 3-by-3 matrices with rational entries is a subring of

the ring of 3-by-3 matrices with real entries.
(c) The set of upper triangular 3-by-3 matrices with real entries is a

subring of the ring of all 3-by-3 matrices with real entries.
(d) The set of continuous functions from R to R is a subring of the

ring of all functions from R to R.
(e) The set of rational–valued functions on a set X is a subring of

the ring of real–valued functions on X .

A second way in which two rings may be related to one another is
by a homomorphism. A map f W R ! S between two rings is said to
be a homomorphism if it “respects” the ring structures. More explicitly,
f must take sums to sums and products to products. In notation, f .a C

b/ D f .a/C f .b/ and f .ab/ D f .a/f .b/ for all a; b 2 R. A bijective
homomorphism is called an isomorphism.

Example 1.11.6.
(a) The map f W Z ! Zn defined by f .a/ D Œa� is a homomor-

phism of rings, because

f .aC b/ D ŒaC b� D Œa�C Œb� D f .a/C f .b/;

and
f .ab/ D Œab� D Œa�Œb� D f .a/f .b/:

(b) Let T be any n-by-n matrix with real entries. We can define a
ring homomorphism from RŒx� to Matn.R/ by

a0 C a1x C � � � C asx
s

7! a0 C a1T C � � � C asT
s:

Let us observe that we can interpret, and prove, the Chinese remainder
theorem (Proposition 1.7.9) in terms of a certain ring homomorphism.

First we need the idea of the direct sum of rings. Given rings R and
S , we define a ring structure on the Cartesian product R � S , by .r; s/ C

.r 0; s0/ D .rCr 0; sCs0/ and .r; s/.r 0; s0/ D .rr 0; ss0/. It is straightforward
to check that these operations make the Cartesian product into a ring. The
Cartesian product ofR and S , endowed with these operations, is called the
direct sum of R and S and is usually denoted R˚ S .

Proof of the Chinese remainder theorem. Given a and b relatively
prime, we want to define a map from Zab to Za ˚ Zb by Œx�ab 7!

.Œx�a; Œx�b/. (Here, as we have several rings Zn in the picture, we denote
the class of x in Zn by Œx�n.) We want to check two things:

1. The map is well defined.
2. The map is one to one.
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The first assertion is this: If x � y .mod ab/, then x � y .mod a/
and x � y .mod b/. But this is actually evident, as it just says that if x�y

is divisible by ab, then it is divisible by both a and b.
The second assertion is similar but slightly more subtle. We have to

show if Œx�ab ¤ Œy�ab , then .Œx�a; Œx�b/ ¤ .Œy�a; Œy�b/; that is, Œx�a ¤

Œy�a or Œx�b ¤ Œy�b . Equivalently, if x � y is not divisible by ab, then
x � y is not divisible by a or x � y is not divisible by b. The (equally
valid) contrapositive statement is: If x � y is divisible by both a and b,
then it is divisible by ab. This was shown in Exercise 1.6.11.

Now, since both Zab and Za ˚ Zb have ab elements, a one-to-one
map between them must also be onto. This means that, given integers ˛
and ˇ, there exists an integer x such that

.Œx�a; Œx�b/ D .Œ˛�a; Œˇ�b/;

or Œx�a D Œ˛�a and Œx�b D Œˇ�b . But this means that x � ˛ .mod a/ and
x � ˇ .mod b/. n

We didn’t need it here (in order to prove the Chinese remainder theo-
rem), but the map from Zab to Za ˚ Zb defined by Œx�ab 7! .Œx�a; Œx�b/

is a ring isomorphism (See Exercise 1.11.10).

A field is a special sort of ring:

Definition 1.11.7. A field is a commutative ring with multiplicative iden-
tity element 1 ¤ 0 (in which every nonzero element is a unit.

Example 1.11.8.
(a) R, Q, and C are fields.
(b) Z is not a field. RŒx� is not a field.
(c) If p is a prime, then Zp is a field. This follows at once from

Proposition 1.9.9.

Exercises 1.11

1.11.1. Show that the only units in the ring of integers are ˙1.

1.11.2. Let K be any field. (If you prefer, you may take K D R.) Show
that the set KŒx� of polynomials with coefficients in K is a commutative
ring with the usual addition and multiplication of polynomials. Show that
the constant polynomial 1 is the multiplicative identity, and the only units
are the constant polynomials.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 78 — #90 i
i

i
i

i
i

78 1. ALGEBRAIC THEMES

1.11.3. A Laurent polynomial is a ”polynomial” in which negative as well
as positive powers of the variable x are allowed, for example, p.x/ D

7x�3 C 4x�2 C 4 C 2x. Show that the set of Laurent polynomials with
coefficients in a field K forms a ring with identity. This ring is denoted by
KŒx; x�1�. (If you prefer, you may take K D R.) What are the units?

1.11.4. A trigonometric polynomial is a finite linear combination of the
functions t 7! eint , where n is an integer; for example, f .t/ D 3e�i2t C

4eit C i
p
3ei7t . Show that the set of trigonometric polynomials is a sub-

ring of the ring of continuous complex–valued functions on R. Show that
the ring of trigonometric polynomials is isomorphic to the ring of Laurent
polynomials with complex coefficients.

1.11.5. Show that the set of polynomials with real coefficients in three
variables, RŒx; y; z� is a ring with identity. What are the units?

1.11.6.
(a) Let X be any set. Show that the set of functions from X to R is

a ring. What is the multiplicative identity? What are the units?
(b) Let S � X . Show that the set of functions from X to R whose

restriction to S is zero is a ring. Does this ring have a multiplica-
tive identity element?

1.11.7. Show that the set of continuous functions from R into R is a ring,
with the operations of pointwise addition and multiplication of functions.
What is the multiplicative identity? What are the units?

1.11.8. Show that the set of continuous functions f W R ! R such that
lim

x!˙1
f .x/ D 0, with the operations of pointwise addition and multipli-

cation of functions is a ring without multiplicative identity.

1.11.9. Let R be a ring. Show that the set of 2-by-2 matrices with entries
in R is a ring.

1.11.10. Show that the (bijective) map from Zab to Za ˚ Zb defined by
Œx�ab 7! .Œx�a; Œx�b/ is a ring isomorphism.

1.11.11. Show that the set of real numbers of the form a C b
p
2, where

a and b are rational is a field. Show that a C b
p
2 7! a � b

p
2 is an

isomorphism of this field onto itself.

1.12. An Application to Cryptography
Cryptography is the science of secret or secure communication. The sender
of a message, who wishes to keep it secret from all but the intended recip-
ient, encrypts the message by applying some transformation rule to it. The
recipient decrypts the message by applying the inverse transformation.
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All sorts of encryption/decryption rules have been used, from simple
letter by letter substitutions to rules that transform the message as a whole.
But one feature traditional methods of cryptography have in common is
that if one knows the encryption rule or key, then one can also derive the
decryption key. Therefore, the sender and recipient must somehow manage
to transmit the key secretly in order to keep their communications secure.

A remarkable public key cryptography system, based on properties of
congruences of integers, circumvents the problem of transmitting the key.
The trick is that it is impractical to derive the decryption key from the
encryption key, so that the recipient can simply publish the encryption key;
anybody can encrypt messages with this key, but only the recipient has the
key to decrypt them.

The RSA public key cryptography method was discovered in 1977 by
R. Rivest, A. Shamir, and L. Adleman10 and is very widely used. It’s
a good bet that you are using this method when you use an automatic
teller machine to communicate with your bank, or when you use a Web
browser to transmit personal or confidential information over the internet
by a secure connection.

The RSA method is based on the following number theoretic observa-
tion:

Let p and q be distinct prime numbers (in practice, very large prime
numbers). Let n D pq. Recall that

'.n/ D '.p/'.q/ D .p � 1/.q � 1/;

by Proposition 1.9.18. Consider the least common multiplem of p�1 and
q � 1,

m D l:c:m:.p � 1; q � 1/ D '.n/=g:c:d:.p � 1; q � 1/:

Lemma 1.12.1. For all integers a and h, if h � 1 .mod m/, then ah �

a .mod n/.

Proof. Write h D tm C 1. Then ah D aatm, so ah � a D a.atm � 1/.
We have to show that ah � a is divisible by n.

If q does not divide a, then a is relatively prime to q, so aq�1 �

1 .mod q/, by Fermat’s little theorem, Proposition 1.9.10. Since .q � 1/

divides tm, it follows that atm � 1 .mod q/; that is q divides atm � 1.
Thus, either q divides a, or q divides atm � 1, so q divides ah � a D

a.atm � 1/ in any case.

10R. L. Rivest, A. Shamir, L. Adleman, “Public key cryptography,” Communications
of the ACM, 21, 120–126, 1978.
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Similarly, p divides ah�a. But then ah�a is divisible by both p and
q, and hence by n D pq D l:c:m:.p; q/. n

Let r be any natural number relatively prime to m, and let s be an
inverse of r modulo m, rs � 1 .mod m/. We can encrypt and decrypt
natural numbers a that are relatively prime to n by first raising them to the
r th power modulo n, and then raising the result to the sth power modulo
n.

Lemma 1.12.2. For all integers a, if

b � ar .mod n/;

then
bs � a .mod n/:

Proof. Write rs D 1 C tm Then bs � ars D� a .mod n/, by Lemma
1.12.1. n

Here is how these observations can be used to encrypt and decrypt
information: I pick two very large primes p and q, and I compute the
quantities n,m, r , and s. I publish n and r (or I send them to you privately,
but I don’t worry very much if some snoop intercepts them). I keep p, q,
m, and s secret.

Any message that you might like to send me is first encoded as a
natural number by a standard procedure; for example, a text message is
converted into a list of ASCII character codes (which are in the range
0 � d � 255).11 The list is then converted into an integer by the rule
a D

P
i di .256/

i , where the di are the ascii codes read in reversed order.
To encrypt your message, you raise a to the r th power and reduce

modulo n. (To make the computation practical, you compute the sequence
a1; a2; : : : ar , where a1 D a, and aj D the remainder of aj�1a upon
division by n for 2 � j � r .) You transmit the result b to me, and I
decrypt it by raising b to the sth power and reducing modulo n. According
to the previous lemma, I recover the natural number a, from which I extract
the base 256 digits, which are the character codes of your message.

Now we understand why this procedure succeeds in transmitting your
message, but perhaps not why the transmission cannot be intercepted and
decrypted by an unfriendly snoop. If the snoop just factors n, he recovers
p and q, and therefore can computem and s, which enables him to decrypt
the message. What foils the snoop and makes the RSA method useful for

11ASCII codes are the computer industry’s standard encoding of textual characters by
integers.
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secure communications is that it is at present computationally difficult to
factor very large integers.12

On the other hand, it is computationally easy to find large prime num-
bers and to do the computations necessary for encryption and decryption.
So if my primes p and q are sufficiently large, you and I will still be able
to do our computations quickly and inexpensively, but the snoop will not
be able to factor n to find p and q and decrypt our secret message.

Example 1.12.3. I find two (randomly chosen) 50–digit prime numbers:

p D 4588423984 0513596008 9179371668 8547296304 3161712479

and

q D 8303066083 0407235737 6288737707 9465758615 4960341401:

Their product is
n D3809798755658743385477098607864681010895851155818383

984810724595108122710478296711610558197642043079:

I choose a small prime r D 55589, and I send you n and r by email. I
secretly compute
m D19048993778293716927385493039323405054479255779091

27534955026837138188081833679515740004499759994600;

check that r and m are relatively prime, and compute
s D13006252295510587094189792734309302898824590352325

26859436543985385236803072501862237346791422594309:

Your secret text is “ALGEBRA IS REALLY INTERESTING”. The ASCII
codes for the characters are 65, 76, 71, 69, 66, 82, 65, 32, 73, 83, 32, 82,
69, 65, 76, 76, 89, 32, 73, 78, 84, 69, 82, 69, 83, 84, 73, 78, 71. You
convert this list of character codes into the integer

a D

X
i

di .256/
i�1

D

1394756013 7671806612 0093742431 8737275883 4636804720

235524153 9381439874 7285049884 8199313352 6469320736;

where di are the character codes, read in reversed order. Now you compute
b D the remainder of ar .mod n/ D

1402590192 4491156271 5456170360 6218336917 7495217553

3838307479 8636900168 3433148116 7995123149 9324473812:

12No algorithm is known for factoring integers which has the property that the time
required to factor n is bounded by nk for some k, nor is it known whether such an algorithm
is possible in principle. At present, it is practically impossible to factor 300 digit integers.
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You send me b in an e–mail message. I recover a by raising b to the sth

power and reducing modulo n. I then recover the list of character codes by
extracting the base 256 digits of a and finally I use an ASCII character code
table to restore your message “ALGEBRA IS REALLY INTERESTING”.

It goes without saying that one does not do such computations by hand.
The Mathematica notebook RSA.nb on my Web site contains programs to
automate all the steps of finding large primes, and encoding, encrypting,
decrypting, and decoding a text message.

Exercises 1.12

1.12.1.
(a) Let G Š H �K be a direct product of finite groups. Show that

every element in G has order dividing l:c:m:.jH j; jKj/.
(b) Let n D pq the product of two primes, and let m D l:c:m:.p �

1; q � 1/. Use the isomorphism ˚.pq/ Š ˚.p/ �˚.q/ to show
that am � 1 .mod n/ whenever a is relatively prime to n.

1.12.2. Show that if a snoop were able to find '.n/, then he could also find
p and q.

1.12.3. Suppose that André needs to send a message to Bernice in such a
way that Bernice will know that the message comes from André and not
from some impostor. The issue here is not the secrecy of the message but
rather its authenticity. How can the RSA method be adapted to solve the
problem of message authentification?

1.12.4. How can André and Bernice adapt the RSA method so that they
can exchange messages that are both secure and authenticated?
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CHAPTER 2

Basic Theory of Groups

2.1. First Results
In the previous chapter, we saw many examples of groups and finally ar-
rived at a definition, or collection of axioms, for groups. In this section
we will try our hand at obtaining some first theorems about groups. For
many students, this will be the first experience with constructing proofs
concerning an algebraic object described by axioms. I would like to urge
both students and instructors to take time with this material and not to go
on before mastering it.

Our first results concern the uniqueness of the identity element in a
group.

Proposition 2.1.1. (Uniqueness of the identity). Let G be a group and
suppose e and e0 are both identity elements in G; that is, for all g 2 G,
eg D ge D e0g D ge0 D g. Then e D e0.

Proof. Since e0 is an identity element, we have e D ee0. And since e is an
identity element, we have ee0 D e0. Putting these two equations together
gives e D e0. n

Likewise, inverses in a group are unique:

Proposition 2.1.2. (Uniqueness of inverses). Let G be a group and h; g 2

G. If hg D e, then h D g�1. Likewise, if gh D e, then h D g�1.

Proof. Assume hg D e. Then h D he D h.gg�1/ D .hg/g�1 D

eg�1 D g�1. The proof when gh D e is similar. n

83
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Corollary 2.1.3. Let g be an element of a groupG. We have g D .g�1/�1.

Proof. Since gg�1 D e, it follows from the proposition that g is the in-
verse of g�1. n

Proposition 2.1.4. Let G be a group and let a; b 2 G. Then .ab/�1 D

b�1a�1

Proof. It suffices to show that .ab/.b�1a�1/ D e. But by associativ-
ity, .ab/.b�1a�1/ D a.b.b�1a�1// D a..bb�1/a�1/ D a.ea�1/ D

aa�1 D e. n

Let G be a group and a 2 G. We define a map La W G �! G by
La.x/ D ax. La stands for left multiplication by a. Likewise, we define
Ra W G �! G by Ra.x/ D xa. Ra stands for right multiplication by a.

Proposition 2.1.5. Let G be a group and a 2 G. The map La W G �! G

defined by La.x/ D ax is a bijection. Similarly, the map Ra W G �! G

defined by Ra.x/ D xa is a bijection.

Proof. The assertion is that the map La has an inverse map. What could
the inverse map possibly be except left multiplication by a�1? So let’s try
that.

We have

La�1.La.x// D a�1.ax/ D .a�1a/x D ex D x;

so La�1 ıLa D idG . A similar computation shows that La ıLa�1 D idG .
This shows that La and La�1 are inverse maps, so both are bijective.

The proof for Ra is similar. n

Corollary 2.1.6. Let G be a group and let a and b be elements of G. The
equation ax D b has a unique solution x in G, and likewise the equation
xa D b has a unique solution in G.

Proof. The existence of a solution to ax D b for all b is equivalent to
the surjectivity of the map La. The uniqueness of the solution for all b is
equivalent to the injectivity of La.
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Likewise, the existence and uniqueness of solutions to xa D b for all
b is equivalent to the surjectivity and injectivity of Ra. n

Corollary 2.1.7. (Cancellation). Suppose a; x; y are elements of a group
G. If ax D ay, then x D y. Similarly, if xa D ya, then x D y.

Proof. The first assertion is equivalent to the injectivity of La, the second
to the injectivity of Ra. n

Perhaps you have already noticed in the group multiplication tables
that you have computed that each row and column contains each group
element exactly once. This is always true.

Corollary 2.1.8. If G is a finite group, each row and each column of the
multiplication table of G contains each element of G exactly once.

Proof. You are asked to prove this in Exercise 2.1.4. n

Example 2.1.9. The conclusions of Proposition 2.1.5 and its corollaries
can be false if we are not working in a group. For example, letG be the set
of nonzero integers. The equation 2x D 3 has no solution inG; we cannot,
in general, divide in the integers. Or consider Z12 with multiplication. We
have Œ2�Œ8� D Œ4� D Œ2�Œ2�, so cancellation fails.

Definition 2.1.10. The order of a group is its size or cardinality. We will
denote the order of a group G by jGj.

Groups of Small Order
Let’s produce some examples of groups of small order.

Example 2.1.11. For any natural number n, Zn (with the operation C) is
a group of order n. This gives us one example of a group of each order 1,
2, 3, 4, . . . .

Example 2.1.12. Another group of order 4: The set of rotational symme-
tries of the rectangular card is a group of order 4.
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Recall that we have a notion of two groups being essentially the same:

Definition 2.1.13. We say that two groups G and H are isomorphic if
there is a bijection ' W G �! H such that for all g1; g2 2 G '.g1g2/ D

'.g1/'.g2/. The map ' is called an isomorphism.

You are asked to show in Exercise 2.1.5 that Z4 is not isomorphic to
the group of rotational symmetries of a rectangular card. Thus there exist
at least two nonisomorphic groups of order 4.

Definition 2.1.14. A group G is called abelian (or commutative) if for all
elements a; b 2 G, the products in the two orders are equal: ab D ba.

Example 2.1.15. For any natural number n, the symmetric group Sn is
a group of order nŠ. According to Exercise 1.5.8, for all n � 3, Sn is
nonabelian.

If two groups are isomorphic, then either they are both abelian or both
nonabelian. That is, if one of two groups is abelian and the other is non-
abelian, then the two groups are not isomorphic (exercise).

Example 2.1.16. S3 is nonabelian and Z6 is abelian. Thus these are two
nonisomorphic groups of order 6.

So far we have one example each of groups of order 1, 2, 3, and 5 and
two examples each of groups of order 4 and 6. In fact, we can classify all
groups of order no more than 5:

Proposition 2.1.17.
(a) Up to isomorphism, Z1 is the unique group of order 1.
(b) Up to isomorphism, Z2 is the unique group of order 2.
(c) Up to isomorphism, Z3 is the unique group of order 3.
(d) Up to isomorphism, there are exactly two groups of order 4,

namely Z4, and the group of rotational symmetries of the rectan-
gular card.

(e) Up to isomorphism, Z5 is the unique group of order 5.
(f) All groups of order no more than 5 are abelian.
(g) There are at least two nonisomorphic groups of order 6, one

abelian and one nonabelian.
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The statement (c) means, for example, that any group of order 3 is
isomorphic to Z3. Statement (d) means that there are two distinct (noniso-
morphic) groups of order 4, and any group of order 4 must be isomorphic
to one of them.

Proof. The reader is guided through the proof of statements (a) through (e)
in the exercises. The idea is to try to write down the group multiplication
table, observing the constraint that each group element must appear exactly
once in each row and column.

Statements (a)–(e) give us the complete list, up to isomorphism, of
groups of order no more than 5, and we can see by going through the list
that all of them are abelian. Finally, we have already seen that Z6 and S3
are two nonisomorphic groups of order 6, and S3 is nonabelian. n

The definition of isomorphism says that under the bijection, the multi-
plication tables of the two groups match up, so the two groups differ only
by a renaming of elements. Since the multiplication tables match up, one
could also expect that the identity elements and inverses of elements match
up, and in fact this is so:

Proposition 2.1.18. If ' W G ! H is an isomorphism, then '.eG/ D eH ,
and for each g 2 G, '.g�1/ D '.g/�1.

Proof. For any h 2 H , there is a g 2 G such that '.g/ D h. Then
'.eG/h D '.eG/'.g/ D '.eGg/ D '.g/ D h. Hence by the uniqueness
of the identity in H , '.eG/ D eH . Likewise, '.g�1/'.g/ D '.gg�1/ D

'.eG/ D eH . This shows that '.g�1/ D '.g/�1. n

The general associative law
Consider a set M with an associative operation, denoted by juxtapo-

sition. The operation allows us to multiply only two elements at a time,
but we can multiply three or more elements by grouping them so that only
two elements are multiplied at a time. For three elements, there are two
possible groupings,

a.bc/ and .ab/c;

but these are equal by the associative law. Thus there is a well-defined
product of three elements, independent of the way in which the three ele-
ments are grouped.

There are five ways to group four elements for multiplication,

a.b.cd//; a..bc/d/; .ab/.cd/; .a.bc//d; ..ab/c/d;
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but by the associative law, the first two and the last two are equal. Thus
there are at most three different product of four elements:

a.bcd/; .ab/.cd/; .abc/d:

Using the associative law, we see that all three are equal:

a.bcd/ D a.b.cd// D .ab/.cd/ D ..ab/c/d D .abc/d:

Thus there is a well-defined product of four elements, which is independent
of the way the elements are grouped for multiplication.

There are 14 ways to group five elements for multiplication; we won’t
bother to list them. Because there is a well-defined product of four or less
elements, independent of the way the elements are grouped for multiplica-
tion, there are at most four distinct products of five elements:

a.bcde/; .ab/.cde/ .abc/.de/; .abcd/e:

Using the associative law, we can show that all four products are equal,

a.bcde/ D a.b.cde// D .ab/.cde/;

etc. Thus the product of five elements at a time is well-defined, and inde-
pendent of the way that the elements are grouped for multiplication.

Continuing in this way, we obtain the following general associative
law:

Proposition 2.1.19. (General associative law) Let M be a set with an
associative operation, M � M �! M , denoted by juxtaposition. For
every n � 1, there is a unique product M n �! M ,

.a1; a2; : : : ; an/ 7! a1a2 � � � an;

such that
(a) The product of one element is that element .a/ D a.
(b) The product of two elements agrees with the given operation

.ab/ D ab.
(c) For all n � 2, for all a1; : : : an 2 M , and for all 1 � k � n� 1,

a1a2 � � � an D .a1 � � � ak/.akC1 � � � an/:

Proof. For n � 2 the product is uniquely defined by (a) and (b). For n D 3

a unique product with property (c) exists by the associative law. Now let
n > 3 and suppose that for 1 � r < n, a unique product of r elements
exists satisfying properties (a)-(c). Fix elements a1; : : : an 2 M . By the
induction hypothesis, the n � 1 products

pk D .a1 � � � ak/.akC1 � � � an/;
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which involve products of no more that n � 1 elements at a time, are de-
fined. Moreover, we have pk D pkC1 for 1 � k � n � 2, since

pk D .a1 � � � ak/.akC1 � � � an/ D .a1 � � � ak/.akC1.akC2 � � � an//

D ..a1 � � � ak/akC1/.akC2 � � � an/ D .a1 � � � akC1/.akC1 � � � an/

D pkC1:

Thus all the products pk are equal, and we can define the product of n
elements satisfying (a)-(c) by

a1 � � � an D a1.a2 � � � an/:

n

Exercises 2.1

2.1.1. Determine the symmetry group of a nonsquare rhombus. That is, de-
scribe all the symmetries, find the size of the group, and determine whether
it is isomorphic to a known group of the same size. If it is an entirely new
group, determine its multiplication table.

2.1.2. Consider a square with one pair of opposite vertices painted red and
the other pair of vertices painted blue. Determine the symmetry group of
the painted square. That is, describe all the (color-preserving) symme-
tries, find the size of the group and determine whether it is isomorphic to
a known group of the same size. If it is an entirely new group, determine
its multiplication table.

2.1.3. Prove the following refinement of the uniqueness of the identity in
a group: Let G be a group with identity element e, and let e0; g 2 G.
Suppose e0 and g are elements of G. If e0g D g, then e0 D e. (This result
says that if a group element acts like the identity when multiplied by one
element on one side, then it is the identity.)

2.1.4. Show that each row and each column of the multiplication table of
a finite group contains each group element exactly once. Use Proposition
2.1.5.

2.1.5. Show that the groups Z4 and the group of rotational symmetries of
the rectangle are not isomorphic, although each group has four elements.
Hint: In one of the groups, but not the other, each element has square equal
to the identity. Show that if two groups G and H are isomorphic, and G
has the property that each element has square equal to the identity, thenH
also has this property.
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2.1.6. Suppose that ' W G ! H is an isomorphism of groups. Show that
for all g 2 G and n 2 N, '.gn/ D .'.g//n. Show that if gn D e, then
also .'.g//n D e.

2.1.7. Suppose that ' W G ! H is an isomorphism of groups. Show that
G is abelian if, and only if, H is abelian.

The following several exercises investigate groups with a small num-
ber of elements by means of their multiplication tables. The requirements
ea D a and ae D a for all a determine one row and one column of the
multiplication table. The other constraint on the multiplication table that
we know is that each row and each column must contain every group ele-
ment exactly once. When the size of the group is small, these constraints
suffice to determine the possible tables.

2.1.8. Show that there is up to isomorphism only one group of order 2.
Hint: Call the elements fe; ag. Show that there is only one possible mul-
tiplication table. Since the row and the column labeled by e are known,
there is only one entry of the table that is not known. But that entry is de-
termined by the requirement that each row and column contain each group
element.

2.1.9. Show that there is up to isomorphism only one group of order 3.
Hint: Call the elements fe; a; bg. Show that there is only one possible
multiplication table. Since the row and column labeled by e are known,
there are four table entries left to determine. Show that there is only one
way to fill in these entries that is consistent with the requirement that each
row and column contain each group element exactly once.

2.1.10. Show that any group with four elements must have a nonidentity
element whose square is the identity. That is, some nonidentity element
must be its own inverse.

Hint: If you already knew that there were exactly two groups of order
four, up to isomorphism, namely Z4 and the group of rotational symme-
tries of the rectangle, then you could verify the statement by checking that
these two groups have the desired property. But our purpose is to prove
that these are the only two groups of order 4, so we are not allowed to use
this information in the proof!

So you must start by assuming that you have a group G with four
elements; you may not assume anything else about G except that it is
a group and that it has four elements. You must show that one of the
three nonidentity elements has square equal to e. Call the elements of
the group fe; a; b; cg. There are two possibilities: Each nonidentity ele-
ment has square equal to e, in which case there is nothing more to show, or
some element does not have square equal to e. Suppose that a2 ¤ e. Thus,
a ¤ a�1. Without loss of generality, write b D a�1. Then also a D b�1.
Then what is the inverse of c?
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2.1.11. Show that there are only two distinct groups with four elements, as
follows. Call the elements of the group e; a; b; c. Let a denote a noniden-
tity element whose square is the identity, which exists by Exercise 2.1.10.
The row and column labeled by e are known. Show that the row labeled by
a is determined by the requirement that each group element must appear
exactly once in each row and column; similarly, the column labeled by a is
determined. There are now four table entries left to determine. Show that
there are exactly two possible ways to complete the multiplication table
that are consistent with the constraints on multiplication tables. Show that
these two ways of completing the table yield the multiplication tables of
the two groups with four elements that we have already encountered.

2.1.12. The group ˚.10/ of invertible elements in the ring Z10 has four
elements, ˚.10/ D fŒ1�; Œ3�; Œ7�; Œ9�g. Is this group isomorphic to Z4 or to
the rotation group of the rectangle?

The group ˚.8/ also has four elements, ˚.8/ D fŒ1�; Œ3�; Œ5�; Œ7�g. Is
this group isomorphic to Z4 or to the rotation group of the rectangle?

2.1.13. Generalizing Exercise 2.1.10, show that any group with an even
number of elements must have a nonidentity element whose square is the
identity, that is, a nonidentity element that is its own inverse. Hint: Show
that there is an even number of nonidentity elements that are not equal to
their own inverses.

2.1.14. It is possible to show the uniqueness of the group of order 5 with
the techniques that we have at hand. Try it. Hint: Suppose G is a group
of order 5. First show it is not possible for a nonidentity element a 2 G

to satisfy a2 D e, because there is no way to complete the multiplication
table that respects the constraints on group multiplication tables.

Next, show that there is no nonidentity element a such that e; a; a2 are
distinct elements but a3 D e. Finally, show that there is no nonidentity
element a such that e; a; a2; a3 are distinct elements but a4 D e. Con-
sequently, for any nonidentity element a, the elements e; a; a2; a3; a4 are
distinct, and necessarily a5 D e.

In Section 2.5, we will be able to obtain the uniqueness of the groups
of order 2, 3, and 5 as an immediate corollary of a general result.

2.1.15. Show that the following conditions are equivalent for a group G:

(a) G is abelian.
(b) For all a; b 2 G, .ab/�1 D a�1b�1.
(c) For all a; b 2 G, aba�1b�1 D e.
(d) For all a; b 2 G, .ab/2 D a2b2.
(e) For all a; b 2 G and natural numbers n, .ab/n D anbn. (Use

induction.)
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2.1.16. Let M be a set with a not necessarily associative operation. Show
that there are 14 ways of grouping five elements for multiplication. Try
to find a method to show that there are 42 ways to group six elements for
multiplication without listing the 42 ways.

2.1.17. Let M be a set with an associative operation and let N be a sub-
set which is closed under the operation. Show that N is also closed for the
product of an arbitrary number of elements; i.e., if n � 1 and a1; a2; : : : ; an 2

N , then a1a2 � � � an 2 N .

2.2. Subgroups and Cyclic Groups

Definition 2.2.1. A nonempty subsetH of a group G is called a subgroup
if H is itself a group with the group operation inherited from G. We write
H � G to indicate that H is a subgroup of G.

For a nonempty subset H of G to be a subgroup of G, it is necessary
that

1. For all elements h1 and h2 of H , the product h1h2 is also an
element of H .

2. For all h 2 H , the inverse h�1 is an element of H .
These conditions also suffice for H to be a subgroup. Associativity

of the product is inherited from G, so it need not be checked. Also, if
conditions (1) and (2) are satisfied, then e is automatically in H ; indeed,
H is nonempty, so contains some element h; according to (2), h�1 2 H

as well, and then according to (1), e D hh�1 2 H .
These observations are a great labor–saving device. Very often when

we need to check that some set H with an operation is a group, H is
already contained in some known group, so we need only check points (1)
and (2).

We say that a subset H of a group G is closed under multiplication
if condition (1) is satisfied. We say that H is closed under inverses if
condition (2) is satisfied.

Example 2.2.2. An n-by-nmatrix A is said to be orthogonal if AtA D E.
Show that the set O.n;R/ of n-by-n real–valued orthogonal matrices is a
group.

Proof. If A 2 O.n;R/, then A has a left inverse At , so A is invertible with
inverse At . Thus O.n;R/ � GL.n;R/. Therefore, it suffices to check
that the product of orthogonal matrices is orthogonal and that the inverse
of an orthogonal matrix is orthogonal. But if A and B are orthogonal, then
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.AB/t D B tAt D B�1A�1 D .AB/�1; hence AB is orthogonal. If A 2

O.n;R/, then .A�1/t D .At /t D A D .A�1/�1, so A�1 2 O.n;R/. n

Here are some additional examples of subgroups:

Example 2.2.3. In any group G, G itself and feg are subgroups.

Example 2.2.4. The set of all complex numbers of modulus (absolute
value) equal to 1 is a subgroup of the group of all nonzero complex num-
bers, with multiplication as the group operation. See Appendix D.

Proof. For any nonzero complex numbers a and b, jabj D jajjbj, and
ja�1j D jaj�1. It follows that the set of complex number of modulus 1 is
closed under multiplication and under inverses. n

Example 2.2.5. In the group of symmetries of the square, the subset
fe; r; r2; r3g is a subgroup. Also, the subset fe; r2; a; bg is a subgroup;
the latter subgroup is isomorphic to the symmetry group of the rectangle,
since each nonidentity element has square equal to the identity, and the
product of any two nonidentity elements is the third.

Example 2.2.6. In the permutation group S4, the set of permutations �
satisfying �.4/ D 4 is a subgroup. This subgroup, since it permutes the
numbers f1; 2; 3g and leaves 4 fixed, is isomorphic to S3.

Example 2.2.7. In S4, there are eight 3–cycles. There are three ele-
ments that are products of disjoint 2–cycles, namely .12/.34/, .13/.24/,
and .14/.23/. These eleven elements, together with the identity, form a
subgroup of S4.

Proof. At the moment we have no theory to explain this fact, so we have
to verify by computation that the set is closed under multiplication. The
amount of computation required can be reduced substantially by observing
some patterns in products of cycles, as in Exercise 2.2.4. The set is clearly
closed under inverses.

Eventually we will have a theory that will make this result transparent.
n

We conclude this subsection with some very general observations about
subgroups.
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Proposition 2.2.8. LetG be a group and letH1,H2; : : : ;Hn be subgroups
of G. Then H1 \ H2 \ � � � \ Hn is a subgroup of G. More generally, if
fH˛g is any collection of subgroups, then \˛H˛ is a subgroup.

Proof. Exercise 2.2.7. n

For any group G and any subset S � G, there is a smallest subgroup
of G that contains S , which is called the subgroup generated by S and
denoted hSi. When S D fag is a singleton, the subgroup generated by S
is denoted by hai. We say that G is generated by S or that S generates G
if G D hSi.

A “constructive” view of hSi is that it consists of all possible prod-
ucts g1g2 � � �gn, where gi 2 S or g�1

i 2 S . Another view of hSi, which
is sometimes useful, is that it is the intersection of the family of all sub-
groups of G that contain S ; this family is nonempty since G itself is such
a subgroup.

The family of subgroups of a group G are partially ordered by set
inclusion.1 In fact, the family of subgroups forms what is called a lattice.2

This means that, given two subgroups A and B of G there is a unique
smallest subgroup C such that C � A and C � B . In fact, the subgroup
C is hA[Bi. Furthermore, there is a unique largest subgroupD such that
D � A and D � B; in fact, D D A \ B .

Example 2.2.9. Determine all subgroups of S3 and all containment rela-
tions between these subgroups. The smallest subgroup of S3 is feg. The
next smallest subgroups are those generated by single element. There are
three distinct subgroups of order 2 generated by the 2–cycles, and there is
one subgroup of order 3 generated by either of the 3–cycles. Now we can
compute that if a subgroup contains two distinct 2–cycles, or a 2–cycle and
a 3–cycle, then it is equal to S3. Therefore, the only subgroups of S3 are
h.12/i, h.13/i, h.23/i, h.123/i, feg, and S3. The inclusion relations among
these subgroups are shown in Figure 2.2.1 on the facing page.

Cyclic Groups and Cyclic Subgroups
I now discuss a certain type of subgroup that appears in all groups.

Take any group G and any element a 2 G. Consider all powers of a:

1A partial order on a set X is a relation � satisfying transitivity (x � y and y � z

implies x � z) and asymmetry (x � y and y � x implies x D y). Evidently, the family
of subgroups of a group, with the relation �, is a partially ordered set.

2The word lattice is used in several completely different senses in mathematics. Here
we mean a lattice in the context of partially ordered sets.
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Figure 2.2.1. Lattice of subgroups of S3.

Define a0 D e; a1 D a, and for k > 1, define ak to be the product of
k factors of a. (This makes sense because of the general associative law,
Proposition 2.1.19) For k > 1 define a�k D .a�1/k .

We now have ak defined for all integers k, and it is a fact that akal D

akCl for all integers k and l . Likewise, we can show that for all integers
k, .ak/�1 D a�k . Finally, akl D .ak/l for all integers k and l . All of
these assertions can be proved by induction, and you are asked to write the
proofs in Exercise 2.2.8.

Proposition 2.2.10. Let a be an element of a group G. The subgroup hai

generated by a is fak W k 2 Zg.

Proof. The formulas akal D akCl and .ak/�1 D a�k show that
fak W k 2 Zg is a subgroup of G containing a D a1. Therefore, hai �

fak W k 2 Zg. On the other hand, a subgroup is always is closed under
taking integer powers, so hai � fak W k 2 Zg.

n

Definition 2.2.11. Let a be an element of a group G. The set hai D fak W

k 2 Zg of powers of a is called the cyclic subgroup generated by a. If
there is an element a 2 G such that hai D G, we say that G is a cyclic
group. We say that a is a generator of the cyclic group.

Example 2.2.12. Take G D Z, with addition as the group operation, and
take any element d 2 Z. Because the group operation is addition, the set of
powers of d with respect to this operation is the set of integer multiples of



i
i

“bookmt” — 2006/8/8 — 12:58 — page 96 — #108 i
i

i
i

i
i

96 2. BASIC THEORY OF GROUPS

d , in the ordinary sense. For example, the third power of d is dCdCd D

3d .
Thus, hd i D dZ D fnd W n 2 Zg is a cyclic subgroup of Z. Note that

hd i D h�d i.
Z itself is cyclic, h1i D h�1i D Z.

Example 2.2.13. In Zn, the cyclic subgroup generated by an element Œd �
is hŒd �i D fŒkd � W k 2 Zg D fŒk�Œd � W Œk� 2 Zng.

Zn itself is cyclic, since hŒ1�i D Zn.

Example 2.2.14. LetCn denote the set of nth roots of unity in the complex
numbers.

(a) Cn D fe2�ik=n W 0 � k � n � 1g.
(b) Cn is a cyclic group of order n with generator � D e2�i=n.

Proof. Cn is a subgroup of the multiplicative group of nonzero complex
numbers, as the product of two nth roots of unity is again an nth root of
unity, and the inverse of an nth root is also an nth root or unity.

If z is an nth root of unity in C, then jzjn D jznj D 1; thus jzj is
a positive nth root of 1, so jzj D 1. Therefore, z has the form z D ei� ,
where � 2 R. Then 1 D zn D ein� . Hence n� is an integer multiple
of 2� , and z D e2�ik=n for some k 2 Z. These numbers are exactly the
powers of � D e2�i=n, which has order n. n

Example 2.2.15. The set of all powers of r in the symmetries of the square
is fe; r; r2; r3g.

There are two possibilities for a cyclic group hai, as we are reminded
by these examples. One possibility is that all the powers ak are distinct, in
which case, of course, the subgroup hai is infinite; if this is so, we say that
a has infinite order.

The other possibility is that two powers of a coincide. Suppose k < l
and ak D al . Then e D .ak/�1al D al�k , so some positive power of a
is the identity. Let n be the least positive integer such that an D e. Then
e; a; a2; : : : ; an�1 are all distinct (Exercise 2.2.9) and an D e. Now any
integer k (positive or negative) can be written as k D mnC r , where the
remainder r satisfies 0 � r � n � 1. Hence ak D amnCr D amnar D

emar D ear D ar . Thus hai D fe; a; a2; : : : ; an�1g. Furthermore,
ak D al if, and only if, k and l have the same remainder upon division by
n, if, and only if, k � l .mod n/.
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Definition 2.2.16. The order of the cyclic subgroup generated by a is
called the order of a. We denote the order of a by o.a/.

The discussion just before the definition establishes the following as-
sertion:

Proposition 2.2.17. If the order of a is finite, then it is the least positive
integer n such that an D e. Furthermore, hai D fak W 0 � k < o.a/g.

Example 2.2.18. What is the order of Œ4� in Z14? Since the operation in
the group Z14 is addition, powers of an element are multiples. We have
2Œ4� D Œ8�, 3Œ4� D Œ12�, 4Œ4� D Œ2�, 5Œ4� D Œ6�, 6Œ4� D Œ10�, 7Œ4� D Œ0�. So
the order of Œ4� is 7.

Example 2.2.19. What is the order of Œ5� in ˚.14/? We have Œ5�2 D Œ11�,
Œ5�3 D Œ13�, Œ5�4 D Œ9�, Œ5�5 D Œ3�, Œ5�6 D Œ1�, so the order of Œ5� is 6.
Note that j˚.14/j D '.14/ D 6, so this computation shows that ˚.14/ is
cyclic, with generator Œ5�.

The next result says that cyclic groups are completely classified by
their order. That is, any two cyclic groups of the same order are isomor-
phic.

Proposition 2.2.20. Let a be an element of a group G.
(a) If a has infinite order, then hai is isomorphic to Z.
(b) If a has finite order n, then hai is isomorphic to the group Zn.

Proof. For part (a), define a map ' W Z �! hai by '.k/ D ak . This
map is surjective by definition of hai, and it is injective because all powers
of a are distinct. Furthermore, '.k C l/ D akCl D akal . So ' is an
isomorphism between Z and hai.

For part (b), since Zn has n elements Œ0�; Œ1�; Œ2�; : : : ; Œn�1� and hai has
n elements e; a; a2; : : : ; an�1, we can define a bijection ' W Zn �! hai by
'.Œk�/ D ak for 0 � k � n � 1. The product (addition) in Zn is given by
Œk�C Œl � D Œr�, where r is the remainder after division of k C l by n. The
multiplication in hai is given by the analogous rule: akal D akCl D ar ,
where r is the remainder after division of k C l by n. Therefore, ' is an
isomorphism. n
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Subgroups of Cyclic Groups
In this subsection, we determine all subgroups of cyclic groups. Since

every cyclic group is isomorphic either to Z or to Zn for some n, it suffices
to determine the subgroups of Z and of Zn.

Proposition 2.2.21.
(a) Let H be a subgroup of Z. Then either H D f0g, or there is a

unique d 2 N such that H D hd i D dZ.
(b) If d 2 N, then dZ Š Z.
(c) If a; b 2 N, then aZ � bZ if, and only if, b divides a.

Proof. Let’s check part (c) first. If aZ � bZ, then a 2 bZ, so b divides
a. On the other hand, if bja, then a 2 bZ, so aZ � bZ.

Next we verify part (a). Let H be a subgroup of Z. If H ¤ f0g, then
H contains a nonzero integer; since H contains, together with any integer
a, its opposite �a, it follows that H contains a positive integer. Let d be
the smallest element of H \ N. I claim that H D dZ. Since d 2 H , it
follows that hd i D dZ � H . On the other hand, let h 2 H , and write
h D qd C r , where 0 � r < d . Since h 2 H and qd 2 H , we have
r D h � qd 2 H . But since d is the least positive element of H and
r < d , we must have r D 0. Hence h D qd 2 dZ. This shows that
H � dZ.

So far we have shown that there is a d 2 N such that dZ D H . If
also d 0 2 H and d 0Z D H , then by part (a), d and d 0 divide one another.
Since they are both positive, they are equal. This proves the uniqueness of
d in part (a).

Finally, for part (b), we can check that a 7! da is an isomorphism
from Z onto dZ. n

Corollary 2.2.22. Every subgroup of Z other than f0g is isomorphic to Z.

Lemma 2.2.23. Let n � 2 and let d be a positive divisor of n. The cyclic
subgroup hŒd �i generated by Œd � in Zn has cardinality jhŒd �ij D n=d .

Proof. The order of Œd � is the least positive integer s such that sŒd � D Œ0�,
by Proposition 2.2.17, that is, the least positive integer s such that n divides
sd . But this is just n=d , since d divides n. n
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Proposition 2.2.24. Let H be a subgroup of Zn.
(a) Either H D fŒ0�g, or there is a d > 0 such that H D hŒd �i.
(b) If d is the smallest of positive integers s such that H D hŒs�i,

then d jH j D n.

Proof. LetH be a subgroup of Zn. IfH ¤ fŒ0�g, let d denote the smallest
of positive integers s such that Œs� 2 H . An argument identical to that used
for Proposition 2.2.21 (a) shows that hŒd �i D H .

Clearly, d is then also the smallest of positive integers s such that
hŒs�i D H .

Write n D qd C r , where 0 � r < d . Then Œr� D �qŒd � 2 hŒd �i.
Since r < d and d is the least of positive integers s such that Œs� 2 hŒd �i,
it follows that r D 0. Thus n is divisible by d . It now follows from the
previous lemma that jH j D n=d . n

Corollary 2.2.25. Fix a natural number n � 2.
(a) Any subgroup of Zn is cyclic.
(b) Any subgroup of Zn has cardinality dividing n.

Proof. Both parts are immediate from the proposition. n

Corollary 2.2.26. Fix a natural number n � 2.
(a) For any positive divisor q of n, there is a unique subgroup of Zn

of cardinality q, namely hŒn=q�i.
(b) For any two subgroups H and H 0 of Zn, we have H � H 0 ,

jH j divides jH 0j.

Proof. If q is a positive divisor of n, then the cardinality of hŒn=q�i is q,
by Lemma 2.2.23. On the other hand, if H is a subgroup of cardinality q,
then by Proposition 2.2.24 (b), n=q is the least of positive integers s such
that s 2 H , and H D hŒn=q�i. So hŒn=q�i is the unique subgroup of Zn of
cardinality q.

Part (b) is left as an exercise for the reader. n

Example 2.2.27. Determine all subgroups of Z12 and all containments
between these subgroups. We know that Z12 has exactly one subgroup
of cardinality q for each positive divisor of 12. The sizes of subgroups
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are 1; 2; 3; 4; 6, and 12. The canonical generators of these subgroups are
Œ0�; Œ6�; Œ4�; Œ3�; Œ2�, and Œ1�, respectively. The inclusion relations among the
subgroups of Z12 is pictured in Figure 2.2.2.
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Figure 2.2.2. Lattice of subgroups of Z12.

Corollary 2.2.28. Let b 2 Z, b ¤ 0.
(a) The cyclic subgroup hŒb�i of Zn generated by Œb� is equal to the

cyclic subgroup generated by Œd �, where d D g:c:d:.b; n/.
(b) The order of Œb� in Zn is n=g:c:d:.b; n/.
(c) In particular, hŒb�i D Zn if, and only if, b is relatively prime to

n.

Proof. One characterization of d D g:c:d:.b; n/ is as the smallest positive
integer in fˇbC �n W ˇ; � 2 Zg. But then d is also the smallest of positive
integers s such that s is congruent modulo n to an integer multiple of b,
or, equivalently, the smallest of positive integers s such that Œs� 2 hŒb�i.
By the proof of Proposition 2.2.24, hŒd �i D hŒb�i. The order of Œb� is the
order of hŒb�i, which is n=d , by Proposition 2.2.24 (b). Part (c) is left as
an exercise. n

Example 2.2.29. Find all generators of Z12. Find all Œb� 2 Z12 such that
hŒb�i D hŒ3�i, the unique subgroup of order 4. The generators of Z12 are
exactly those Œa� such that 1 � a � 11 and a is relatively prime to 12.
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Thus the generators are Œ1�; Œ5�; Œ7�; Œ11�. The generators of hŒ3�i are those
elements Œb� satisfying g:c:d:.b; 12/ D g:c:d:.3; 12/ D 3; the complete list
of these is Œ3�; Œ9�.

The results of this section carry over to arbitrary cyclic groups, since
each cyclic group is isomorphic to Z or to Zn for some n. For example,
we have

Proposition 2.2.30. Every subgroup of a cyclic group is cyclic.

Proposition 2.2.31. Let a be an element of finite order n in a group. Then
haki D hai, if, and only if, k is relatively prime to n. The number of
generators of hai is '.n/.

Proposition 2.2.32. Let a be an element of finite order n in a group. For
each positive integer q dividing n, hai has a unique subgroup of order q.

Proposition 2.2.33. Let a be an element of finite order n in a group. For
each nonzero integer s, as has order n=g:c:d:.n; s/.

Example 2.2.34. The group ˚.2n/ has order '.2n/ D 2n�1. ˚.2/ has
order 1, and˚.4/ has order 2, so these are cyclic groups. However, for n �

3, ˚.2n/ is not cyclic. In fact, the three elements Œ2n � 1� and Œ2n�1 ˙ 1�

are distinct and each has order 2. But if ˚.2n/ were cyclic, it would have
a unique subgroup of order 2, and hence a unique element of order 2.

Exercises 2.2

2.2.1. Verify the assertions made about the subgroups of S3 in Example
2.2.9.

2.2.2. Determine the subgroup lattice of the group of symmetries of the
square card.

2.2.3. Determine the subgroup lattice of the group of symmetries of the
rectangular card.
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2.2.4. LetH be the subset of S4 consisting of all 3–cycles, all products of
disjoint 2–cycles, and the identity. The purpose of this exercise is to show
that H is a subgroup of S4.

(a) Show that fe; .12/.34/; .13/.24/; .14/.23/g is a subgroup of S4.
(b) Now examine products of two 3–cycles in S4. Notice that the two

3–cycles have either all three digits in common, or they have two
out of three digits in common. If they have three digits in com-
mon, they are either the same or inverses. If they have two digits
in common, then they can be written as .a1a2a3/ and .a1a2a4/,
or as .a1a2a3/ and .a2a1a4/. Show that in all cases the product
is either the identity, another 3–cycle, or a product of two disjoint
2–cycles.

(c) Show that the product of a 3–cycle and an element of the form
.ab/.cd/ is again a 3–cycle.

(d) Show that H is a subgroup.

2.2.5.
(a) Let R� denote the rotation matrix

R� D

�
cos � � sin �
sin � cos �

�
:

Show that the set of R� , where � varies through the real num-
bers, forms a group under matrix multiplication. In particular,
R�R� D R�C�, and R�1

�
D R�� .

(b) Let J denote the matrix of reflection in the x–axis,

J D

�
1 0

0 �1

�
:

Show JR� D R��J .
(c) Let J� be the matrix of reflection in the line containing the origin

and the point .cos �; sin �/. Compute J� and show that

J� D R�JR�� D R2�J:

(d) Let R D R�=2. Show that the eight matrices

fRkJ l W 0 � k � 3 and 0 � l � 1g

form a subgroup of GL.2;R/, isomorphic to the group of sym-
metries of the square.

2.2.6. Let S be a subset of a group G, and let S�1 denote fs�1 W s 2 Sg.
Show that hS�1i D hSi. In particular, for a 2 G, hai D ha�1i, so also
o.a/ D o.a�1/.

2.2.7. Prove Proposition 2.2.8. (Refer to Appendix B for a discussion of
intersections of arbitrary collections of sets.)
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2.2.8. Prove by induction the following facts about powers of elements in
a group. For all integers k and l ,

(a) akal D akCl .
(b) .ak/�1 D a�k .
(c) .ak/l D akl .

(Refer to Appendix C for a discussion of induction and multiple induction.)

2.2.9. Let a be an element of a group. Let n be the least positive integer
such that an D e. Show that e; a; a2; : : : ; an�1 are all distinct. Conclude
that the order of the subgroup generated by a is n.

2.2.10. ˚.14/ is cyclic of order 6. Which elements of ˚.14/ are genera-
tors? What is the order of each element of ˚.14/?

2.2.11. Show that the order of a cycle in Sn is the length of the cycle.
For example, the order of .1234/ is 4. What is the order of a product of
two disjoint cycles? Begin (of course!) by considering some examples.
Note, for instance, that the product of a 2–cycle and a 3–cycle (disjoint) is
6,while the order of the product of two disjoint 2–cycles is 2.

2.2.12. Can an abelian group have exactly two elements of order 2?

2.2.13. Suppose an abelian group has an element a of order 4 and an el-
ement b of order 3. Show that it must also have elements of order 2 and
6.

2.2.14. Suppose that a group G contains two elements a and b such that
ab D ba and the orders o.a/ and o.b/ of a and b are relatively prime.
Show that the order of ab is o.a/o.b/.

2.2.15. How must the conclusion of the previous exercise be altered if o.a/
and o.b/ are not relatively prime?

2.2.16. Show that the symmetric group Sn (for n � 2) is generated by the
2–cycles .12/; .23/; : : : ; .n � 1 n/ .

2.2.17. Show that the symmetric group Sn (for n � 2) is generated by the
2–cycle .12/ and the n–cycle .12 : : : n/.

2.2.18. Show that the subgroup of Z generated by any finite set of nonzero
integers n1; : : : ; nk is Zd , where d is the greatest common divisor of
fn1; : : : ; nkg.

2.2.19. Determine the subgroup lattice of Z24.

2.2.20. Suppose a is an element of order 24 in a group G. Determine the
subgroup lattice of hai. Determine all the generators of hai.

2.2.21. Determine the subgroup lattice of Z30.
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2.2.22. Suppose a is an element of order 30 in a group G. Determine the
subgroup lattice of hai. Determine all the generators of hai.

2.2.23. How many elements of order 10 are there in Z30? How many
elements of order 10 are therein Z200000? How many elements of order
10 are there in Z15?

2.2.24. Suppose that a group G of order 20 has at least three elements of
order 4. Can G be cyclic? What if G has exactly two elements of order 4?

2.2.25. Suppose k divides n. How many elements are there of order k in
Zn? Suppose k does not divide n. How many elements are there of order
k in Zn?

2.2.26. Show that for any two subgroups H and H 0 of Zn, we have H �

H 0 , jH j divides jH 0j. This is the assertion of Corollary 2.2.26(b).

2.2.27. Let a; b 2 Z. Show that the subgroups hŒa�i and hŒb�i generated
by Œa� and Œb� in Zn are equal, if, and only if, g:c:d:.a; n/ D g:c:d:.b; n/.
Show that hŒb�i D Zn if, and only if, g:c:d:.b; n/ D 1. This is the assertion
of Corollary 2.2.28 (c).

2.2.28. Let n � 3. Verify that Œ2n � 1�, Œ2n�1 C 1�, and Œ2n�1 � 1� are
three distinct elements of order 2 in ˚.2n/. Show, moreover, that these are
the only elements of order 2 in ˚.2n/. (These facts are used in Example
2.2.34.)

2.2.29. Verify that Œ3� has order 2n�2 in ˚.2n/ for n D 3; 4; 5.

Remark. Using a short computer program, you can quickly verify that Œ3�
has order 2n�2 in ˚.2n/ for n D 6; 7; 8, and so on as well. For example,
use the following Mathematica program or its equivalent in your favorite
computer language:

n D 8;
For[j D 1, j � 2n�2, j C C, Print[Mod[3j ; 2n]]]

2.2.30.
(a) Show that for all natural numbers k, 32

k

� 1 is divisible by 2kC2

but not by 2kC3. (Compare Exercise 1.9.10.)
(b) Lagrange’s theorem (Theorem 2.5.6) states that the order of any

subgroup of a finite group divides the order of the group. Con-
sequently, the order of any element of a finite group divides the
order of the group. Applying this to the group ˚.2n/, we see
that the order of any element is a power of 2. Assuming this,
conclude from part (a) that the order of Œ3� in ˚.2n/ is 2n�2 for
all n � 3.
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2.3. The Dihedral Groups
In this section, we will work out the symmetry groups of regular polygons3

and of the disk, which might be thought of as a “limit” of regular polygons
as the number of sides increases. We regard these figures as thin plates, ca-
pable of rotations in three dimensions. Their symmetry groups are known
collectively as the dihedral groups.

We have already found the symmetry group of the equilateral trian-
gle (regular 3-gon) in Exercise 1.3.1 and of the square (regular 4-gon) in
Sections 1.2 and 1.3. For now, it will be convenient to work first with the
disk

f

24xy
0

35 W x2 C y2 � 1g;

whose symmetry group we denote by D.
Observe that the rotation rt through any angle t around the z–axis

is a symmetry of the disk. Such rotations satisfy rtrs D rtCs and in
particular rtr�t D r0 D e, where e is the nonmotion. It follows that
N D frt W t 2 Rg is a subgroup of D.

For any line passing through the origin in the .x; y/–plane , the flip
over that line (i.e., the rotation by � about that line) is a symmetry of
the disk, interchanging the top and bottom faces of the disk. Denote by
jt the flip over the line `t which passes through the origin and the point24cos.t/

sin.t/
0

35; and write j D j0 for the flip over the x–axis. Each jt generates

a subgroup of D of order 2. Symmetries of the disk are illustrated in
Figure 2.3.1.

j

r

Figure 2.3.1. Symmetries of the disk.

3A regular polygon is one all of whose sides are congruent and all of whose internal
angles are congruent.
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Next, we observe that each jt can be expressed in terms of j and the
rotation rt . To perform the flip jt about the line `t , we can rotate the disk
until the line `t overlays the x–axis, then perform the flip j over the x–
axis, and finally rotate the disk so that `t is returned to its original position.
Thus jt D rtjr�t , or jtrt D rtj . Therefore, we need only work out how
to compute products involving the flip j and the rotations rt .

Note that j applied to a point

24� cos.s/
� sin.s/
0

35 in the disk is

24� cos.�s/
� sin.�s/

0

35,

and rt applied to

24� cos.s/
� sin.s/
0

35 is

24� cos.s C t /

� sin.s C t /

0

35:
In the Exercises, you are asked to verify the following facts about the

group D:

1. jrt D r�tj , and jt D r2tj D jr�2t .
2. All products in D can be computed using these relations.
3. The symmetry group D of the disk consists of the rotations rt

for t 2 R and the flips jt D r2tj . Writing N D frt W t 2 Rg,
we have D D N [Nj .

4. The subgroup N of D satisfies aNa�1 D N for all a 2 D.

Next, we turn to the symmetries of the regular polygons. Consider a

regular n-gon with vertices at

24cos.2k�=n/
sin.2k�=n/

0

35 for k D 0; 1; : : : ;

n � 1. Denote the symmetry group of the n-gon by Dn.
In the exercises, you are asked to verify the following facts about the

symmetries of the n-gon:

1. The rotation r D r2�=n through an angle of 2�=n about the z–
axis generates a cyclic subgroup of Dn of order n.

2. The “flips” jk�=n D rk2�=n j D rk j , for k 2 Z, are symme-
tries of the n-gon.

3. The distinct flip symmetries of the n-gon are rk j for k D

0; 1; : : : ; n � 1.
4. If n is odd, then the axis of each of the flips passes through a

vertex of the n-gon and the midpoint of the opposite edge. See
Figure 2.3.2 on the next page for the case n D 5.

5. If n is even and k is even, then jk�=n D rk j is a flip about an
axis passing through a pair of opposite vertices of the n-gon.

6. If n is even and k is odd, then jk�=n D rk j is a flip about an
axis passing through the midpoints of a pair of opposite edges
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of the n-gon. See Figure 2.3.2 on the facing page for the case
n D 6.

rj
j

r

j rj

r

Figure 2.3.2. Symmetries of the pentagon and hexagon.

The symmetry group Dn consists of the 2n symmetries rk and rkj ,
for 0 � k � n � 1. It follows from our computations for the symmetries
of the disk that jr D r�1j , so jrk D r�kj for all k. This relation allows
the computation of all products in Dn.

The groupDn can appear as the symmetry group of a geometric figure,
or of a physical object, in a slightly different form. Think, for example,
of a five-petalled flower, or a star-fish, which look quite different from
the top and from the bottom. Or think of a pentagonal card with its two
faces of different colors. Such an object or figure does not admit rotational
symmetries that exchange the top and bottom faces. However, a starfish or
a flower does have reflection symmetries, as well as rotational symmetries
that do not exchange top and bottom.

Figure 2.3.3.
Object with D9 symmetry.

Figure 2.3.4.
Object with Z5 symmetry.
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Consider a regular n-gon in the plane. The reflections in the lines
passing through the centroid of the n-gon and a vertex, or through the
centroid and the midpoint of an edge, are symmetries; there are n such
reflection symmetries. We can show that the n rotational symmetries in
the plane together with the n reflection symmetries form a group that is
isomorphic to Dn. See Exercise 2.3.10.

Figure 2.3.3 (below) has D9 symmetry, while Figure 2.3.4 possesses
Z5 symmetry, but not D5 symmetry. Both of these figures were gener-
ated by several million iterations of a discrete dynamical system exhibit-
ing “chaotic” behavior; the figures are shaded according to the probability
of the moving “particle” entering a region of the diagram — the darker
regions are visited more frequently. A beautiful book by M. Field and M.
Golubitsky, Symmetry in Chaos (Oxford University Press, 1992), discusses
symmetric figures arising from chaotic dynamical systems and displays
many extraordinary figures produced by such systems.

Exercises 2.3

2.3.1. Show that the elements j and rt of the symmetry group D of the
disk satisfy the relations jrt D r�tj , and jt D r2tj D jr�2t .

2.3.2. The symmetry group D of the disk consists of the rotations rt for
t 2 R and the “flips” jt D r2tj .

(a) Writing N D frt W t 2 Rg, show that D D N [Nj .
(b) Show that all products in D can be computed using the relation

jrt D r�tj .
(c) Show that the subgroup N of D satisfies aNa�1 D N for all

a 2 D.

2.3.3. The symmetries of the disk are implemented by linear transforma-
tions of R3. Write the matrices of the symmetries rt and j with respect to
the standard basis of R3. Denote these matrices by Rt and J , respectively.
Confirm the relation JRt D R�tJ .

2.3.4. Consider the group Dn of symmetries of the n-gon.

(a) Show that the rotation r D r2�=n through an angle of 2�=n about
the z–axis generates a cyclic subgroup of Dn of order n.

(b) Show that the “flips” jk�=n D rk2�=n j D rk j , for k 2 Z, are
symmetries of the n-gon.

(c) Show that the distinct flip symmetries of the n-gon are rk j for
k D 0; 1; : : : ; n � 1.
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2.3.5.
(a) Show that if n is odd, then the axis of each of the “flips” passes

through a vertex of the n-gon and the midpoint of the opposite
edge. See Figure 2.3.2 on page 107 for the case n D 5.

(b) If n is even and k is even, show that jk�=n D rk j is a rotation
about an axis passing through a pair of opposite vertices of the
n-gon.

(c) Show that if n is even and k is odd, then jk�=n D rk j is a
rotation about an axis passing through the midpoints of a pair of
opposite edges of the n-gon. See Figure 2.3.2 on page 107 for
the case n D 6.

2.3.6. Find a subgroup of D6 that is isomorphic to D3.

2.3.7. Find a subgroup of D6 that is isomorphic to the symmetry group of
the rectangle.

2.3.8. Consider a regular 10-gon in which alternate vertices are painted
red and blue. Show that the symmetry group of the painted 10-gon is
isomorphic to D5.

2.3.9. Consider a regular 15-gon in which every third vertex is painted red.
Show that the symmetry group of the painted 15-gon is isomorphic to D5.
However, if the vertices are painted with the pattern red, green, blue, red,
green, blue, ..., red, green, blue, then the symmetry group is reduced toZ5.

2.3.10. Consider a card in the shape of an n-gon, whose two faces (top and
bottom) are painted red and green. Show that the symmetry group of the
card (including reflections) is isomorphic to Dn.

2.3.11. Consider a card in the shape of an n-gon, whose two faces (top and
bottom) are indistinguishable. Determine the group of symmetries of the
card (including both rotations and reflections).

2.4. Homomorphisms and Isomorphisms
We have already introduced the concept of an isomorphism between two
groups: An isomorphism ' W G �! H is a bijection that preserves group
multiplication (i.e., '.g1g2/ D '.g1/'.g2/ for all g1; g2 2 G).

For example, the set of eight 3-by-3 matrices

fE;R;R2; R3; A;RA;R2A;R3Ag;

where E is the 3-by-3 identity matrix, and

A D

241 0 0

0 �1 0

0 0 �1

35 R D

240 �1 0

1 0 0

0 0 1

35 ;
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given in Section 1.4, is a subgroup of GL.3;R/. The map ' W rkal 7!

RkAl (0 � k � 3, 0 � l � 1) is an isomorphism from the group of
symmetries of the square to this group of matrices.

Similarly, the set of eight 2-by-2 matrices

fE;R;R2; R3; J; RJ;R2J;R3J g;

where now E is the 2-by-2 identity matrix and

J D

�
1 0

0 �1

�
R D

�
0 �1

1 0

�
is a subgroup of GL.2;R/, and the map  W rkal 7! RkJ l (0 � k � 3,
0 � l � 1) is an isomorphism from the group of symmetries of the square
to this group of matrices.

There is a more general concept that is very useful:

Definition 2.4.1. A map between groups ' W G �! H is called a homo-
morphism if it preserves group multiplication, '.g1g2/ D '.g1/'.g1/ for
all g1; g2 2 G. An endomorphism ofG is a homomorphism ' W G �! G.

There is no requirement here that ' be either injective or surjective.

Example 2.4.2. We consider some homomorphisms of the symmetry group
of the square into permutation groups. Place the square card in the .x�y/–
plane so that the axes of symmetry for the rotations a, b, and r coincide
with the x–, y–, and z–axes, respectively. Each symmetry of the card in-
duces a bijective map of the space S D f.x; y; 0/ W jxj � 1; jyj � 1g

occupied by the card. For example, the symmetry a induces the map24xy
0

35 7!

24 x

�y

0

35 :
The map associated to each symmetry sends the set V of four vertices of
S onto itself. So for each symmetry � of the square, we get an element
�.�/ of Sym.V /. Composition of symmetries corresponds to composition
of maps of S and of V , so the assignment � 7! �.�/ is a homomorphism
from the symmetry group of the square to Sym.V /. This homomorphism
is injective, since a symmetry of the square is entirely determined by what
it does to the vertices, but it cannot be surjective, since the square has only
eight symmetries while jSym.V /j D 24.

Example 2.4.3. To make these observations more concrete and compu-
tationally useful, we number the vertices of S . It should be emphasized
that we are not numbering the corners of the card, which move along with
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the card, but rather the locations of these corners, which stay put. See
Figure 2.4.1.

1

2

3

4

Figure 2.4.1. Labeling the vertices of the square.

Numbering the vertices gives us a homomorphism ' from the group
of symmetries of the square into S4. Observe, for example, that '.r/ D

.1432/, '.a/ D .14/.23/, and '.c/ D .24/. Now you can compute that

'.a/'.r/ D .14/.23/.1432/ D .24/ D '.c/ D '.ar/:

You are asked in Exercise 2.4.1 to complete the tabulation of the map
' from the symmetry group of the square into S4 and to verify the homo-
morphism property.

Note that all of this is a formalization of the computation by pictures
that was done in Section 1.3.

1

2

1

2

Figure 2.4.2. Labeling the diagonals of the square.

Example 2.4.4. There are other sets of geometric objects associated with
the square that are permuted by symmetries of the square: the set of edges,
the set of diagonals, the set of pairs of opposite edges. Let’s consider the
diagonals (Figure 2.4.2). Numbering the diagonals gives a homomorphism
 from the group of symmetries of the square into S2.

You can compute, for example, that  .r/ D  .a/ D .12/, while
 .c/ D e. You are asked in Exercise 2.4.2 to complete the tabulation of
the map  and to verify its homomorphism property.
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Example 2.4.5. It is well known that the determinant of an invertible ma-
trix is nonzero, and that the determinant satisfies the identity det.AB/ D

det.A/ det.B/. Therefore, det W GL.n;R/ ! R� is a homomorphism from
the group of invertible matrices to the group of nonzero real numbers under
multiplication.

Example 2.4.6. Recall that a linear transformation T W Rn ! Rn has the
property that T .aCb/ D T .a/CT .b/. Thus T is a group homomorphism
from the additive group Rn to itself. More concretely, for any n-by-n
matrix M , we have M.a C b/ D Ma CMb. Thus multiplication by M
is a group homomorphism from the additive group Rn to itself.

Example 2.4.7. Let G be any group and a and element of G. The the
map from Z to G given by k 7! ak is a group homomorphism. This is
equivalent to the statement that akC` D aka` for all integers k and `. The
image of this homomorphism is the cyclic subgroup of G generated by g.

Example 2.4.8. There is a homomorphism from Z to Zn defined by k 7!

Œk�. This follows directly from the definition of the addition in Zn: Œa�C

Œb� D Œa C b�. (But recall that we had to check that this definition makes
sense; see the discussion following Lemma 1.7.5.)

This example is also a special case of the previous example, with G D

Zn and the chosen element a D Œ1� 2 G. The map is given by k 7! kŒ1� D

Œk�.

Example 2.4.9. Let G be an abelian group and n a fixed integer. Then the
map from G to G given by g 7! gn is a group homomorphism. This is
equivalent to the statement that .ab/n D anbn when a; b are elements in
an abelian group.

Let us now turn from the examples to some general observations. Our
first observation is that the composition of homomorphisms is a homomor-
phism.

Proposition 2.4.10. Let ' W G �! H and  W H �! K be homo-
morphisms of groups. Then the composition  ı ' W G �! K is also a
homomorphism.

Proof. Exercise 2.4.3. n
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Next we check that homomorphisms preserve the group identity and
inverses.

Proposition 2.4.11. Let ' W G �! H be a homomorphism of groups.
(a) '.eG/ D eH .
(b) For each g 2 G, '.g�1/ D .'.g//�1.

Proof. For any g 2 G,

'.eG/'.g/ D '.eGg/ D '.g/:

It follows from Proposition 2.1.1(a) that '.eG/ D eH . Similarly, for any
g 2 G,

'.g�1/'.g/ D '.g�1g/ D '.eG/ D eH ;

so Proposition 2.1.1(b) implies that '.g�1/ D .'.g//�1. n

Before stating the next proposition, we recall some conventional math-
ematical notation. For any function f W X �! Y , and any subset B � Y ,
the preimage of B in X is fx 2 X W f .x/ 2 Bg. The conventional no-
tation for the preimage of B is f �1.B/. The preimage of B makes sense
regardless of whether f has an inverse function, and the notation f �1.B/

is not supposed to suggest that f has an inverse function. In case that f
does have an inverse function, then f �1.B/ D ff �1.y/ W y 2 Bg. For
example, if ' W Z �! Z6 is the map n 7! Œn�, then '�1.fŒ0�; Œ3�g/ is the
set of integers congruent to 0 or to 3 mod 6.

Proposition 2.4.12. Let ' W G �! H be a homomorphism of groups.
(a) For each subgroup A � G, '.A/ is a subgroup of H .
(b) For each subgroup B � H ,

'�1.B/ D fg 2 G W '.g/ 2 Bg

is a subgroup of G.

Proof. We have to show that '.A/ is closed under multiplication and in-
verses. Let h1 and h2 be elements of '.A/. There exist elements a1; a2 2

A such that hi D '.ai / for i D 1; 2. Then

h1h2 D '.a1/'.a2/ D '.a1a2/ 2 '.A/;

since a1a2 2 A. Likewise, for h 2 '.A/, there is an a 2 A such that
'.a/ D h. Then, using Proposition 2.4.11(b) and closure of A under in-
verses, we compute

h�1
D .'.a//�1 D '.a�1/ 2 '.A/:
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The proof of part (b) is left as an exercise. n

The Kernel of a Homomorphism
You might think at first that it is not very worthwhile to look at non-

injective homomorphisms ' W G ! H since such a homomorphism loses
information about G. But in fact, such a homomorphism also reveals cer-
tain information about the structure of G that otherwise might be missed.
For example, consider the homomorphism  from the symmetry group G
of the square into the symmetric group S2 induced by the action of G on
the two diagonals of the square, as discussed in Example 2.4.4. Let N
denote the set of symmetries � of the square such that  .�/ D e. You can
compute that N D fe; c; d; r2g. (Do it now!) From the general theory,
which I am about to explain, we see that N is a special sort of subgroup
G, called a normal subgroup. Understanding such subgroups helps to un-
derstand the structure of G. For now, verify for yourself that N is, in fact,
a subgroup.

Definition 2.4.13. A subgroup N of a group G is said to be normal if for
all g 2 G, gNg�1 D N . Here gNg�1 means fgng�1 W n 2 N g.

Definition 2.4.14. Let ' W G �! H be a homomorphism of groups. The
kernel of the homomorphism ', denoted ker.'/, is '�1.eH / D fg 2 G W

'.g/ D eH g.

According to Proposition 2.4.12 (b), ker.'/ is a subgroup of G (since
feH g is a subgroup of H ). We now observe that it is a normal subgroup.

Proposition 2.4.15. Let ' W G �! H be a homomorphism of groups.
Then ker.'/ is a normal subgroup of G.

Proof. It suffices to show that g ker.'/g�1 D ker.'/ for all g 2 G. If
x 2 ker.'/, then '.gxg�1/ D '.g/'.x/.'.g//�1 D '.g/e.'.g//�1 D

e. Thus gxg�1 2 ker.'/. We have now shown that for all g 2 G,
g ker.'/g�1 � ker.'/. We still need to show the opposite containment.
But if we replace g by g�1, we obtain that for all g 2 G, g�1 ker.'/g �

ker.'/; this is equivalent to ker.'/ � g ker.'/g�1. Since we have both
g ker.'/g�1 � ker.'/ and ker.'/ � g ker.'/g�1, we have equality of the
two sets. n
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If a homomorphism ' W G �! H is injective, then its kernel '�1.eH /

contains only eG . The converse of this statement is also valid:

Proposition 2.4.16. A homomorphism ' W G �! H is injective if, and
only if, ker.'/ D feGg.

Proof. If ' is injective, then eG is the unique preimage of eH under '.
Conversely, suppose that ker.'/ D feGg. Let h 2 H and suppose that
g1; g2 2 G satisfy '.g1/ D '.g2/ D h. Then '.g�1

1 g2/ D '.g1/
�1'.g2/ D

h�1h D eH , so g�1
1 g2 2 ker.'/. Therefore, g�1

1 g2 D eG , which gives
g1 D g2. n

Example 2.4.17. The kernel of the determinant det W GL.n;R/ ! R� is
the subgroup of matrices with determinant equal to 1. This subgroup is
called the special linear group and denoted SL.n;R/.

Example 2.4.18. Let G be any group and a 2 G. If the order of a is n,
then the kernel of the homomorphism k 7! ak from Z to G is the set of
all multiples of n, fkn W k 2 Zg. If a is of infinite order, then the kernel of
the homomorphism is f0g.

Example 2.4.19. In particular, the kernel of the homomorphism from Z to
Zn defined by k 7! Œk� is Œ0� D fkn W k 2 Zg.

Example 2.4.20. If G is an abelian group and n is a fixed integer, then the
kernel of the homomorphism g 7! gn from G to G is the set of elements
whose order divides n.

Parity of Permutations
Additional examples of homomorphisms are explored in the Exercises.

In particular, it is shown in the Exercises that there is a homomorphisms
� W Sn ! f˙1g with the property that �.�/ D �1 for any 2–cycle � . This
is an example of a homomorphism that is very far from being injective and
that picks out an essential structural feature of the symmetric group.

Definition 2.4.21. The homomorphism � is called the sign (or parity) ho-
momorphism. A permutation � is said to be even if �.�/ D 1, that is, if �
is in the kernel of the sign homomorphism. Otherwise, � is said to be odd.
The subgroup of even permutations (that is, the kernel of �) is generally
denoted An. This subgroup is also referred to as the alternating group.
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The following statement about even and odd permutations is implicit
in the Exercises:

Proposition 2.4.22. A permutation � is even if, and only if, � can be
written as a product of an even number of 2–cycles.

Even and odd permutations have the following property: The product
of two even permutations is even; the product of an even and an odd per-
mutation is odd, and the product of two odd permutations is even. Hence

Corollary 2.4.23. The set of odd permutations in Sn is .12/An, where An
denotes the subgroup of even permutations.

Proof. .12/An is contained in the set of odd permutations. But if � is any
odd permutation, then .12/� is even, so � D .12/..12/�/ 2 .12/An. n

Corollary 2.4.24. A k–cycle is even if k is odd and odd if k is even.

Proof. According to Exercise 1.5.5, a k cycle can be written as a product
of .k � 1/ 2–cycles. n

Exercises 2.4

2.4.1. Let ' be the map from symmetries of the square into S4 induced by
the numbering of the vertices of the square in Figure 2.4.1 on page 111.
Complete the tabulation of '.�/ for � in the symmetry group of the square,
and verify the homomorphism property of ' by computation.

2.4.2. Let  be the map from the symmetry group of the square into S2
induced by the labeling of the diagonals of the square as in Figure 2.4.2
on page 111. Complete the tabulation of  and verify the homomorphism
property by computation. Identify the kernel of  .

2.4.3. Prove Proposition 2.4.10.

2.4.4. Prove part (b) of Proposition 2.4.12. Note: Do not assume that '
has an inverse function '�1 W H �! G.

2.4.5. For any subgroup A of a group G, and g 2 G, show that gAg�1 is
a subgroup of G.
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2.4.6. Show that every subgroup of an abelian group is normal.

2.4.7. Let ' W G �! H be a homomorphism of groups with kernel N .
For a; x 2 G, show that

'.a/ D '.x/ , a�1x 2 N , aN D xN:

Here aN denotes fan W n 2 N g.

2.4.8. Let ' W G �! H be a homomorphism of G onto H . If A is a
normal subgroup of G, show that '.A/ is a normal subgroup of H .

2.4.9. Define a map � from Dn to C2 D f˙1g by �.�/ D 1 if � does
not interchange top and bottom of the n-gon, and �.�/ D �1 if � does
interchange top and bottom of the n-gon. Show that � is a homomorphism.

The following exercises examine an important homomorphism from
Sn to C2 D f˙1g (for any n).

2.4.10. Let fx1; x2; : : : ; xng be variables. For any polynomial p in n vari-
ables and for � 2 Sn, define

�.p/.x1; : : : ; xn/ D p.x�.1/; : : : ; x�.n//:

Check that �.�.p// D .��/.p/ for all � and � 2 Sn

2.4.11. Now fix n 2 N, and define

� D

Y
1�i<j�n

.xi � xj /:

For any � 2 Sn, check that �.�/ D ˙�. Show that the map � W � 7!

�.�/=� is a homomorphism from Sn to f1;�1g.

2.4.12. Show that for any 2–cycle .a; b/, �..a; b// D �1; hence if a per-
mutation � is a product of k 2–cycles , then �.�/ D .�1/k . Now any
permutation can be written as a product of 2–cycles (Exercise 1.5.5). If
a permutation � can be written as a product of k 2–cycles and also as a
product of l 2–cycles, then �.�/ D .�1/k D .�1/l , so the parity of k and
of l is the same. The parity is even if, and only if, �.�/ D 1.

2.4.13. For each permutation � 2 Sn, define an n-by-n matrix T .�/ as
follows. Let Oe1; Oe2; : : : ; Oen be the standard basis of Rn; Oek has a 1 in the
kth coordinate and zeros elsewhere. Define

T .�/ D ŒOe�.1/; Oe�.2/; : : : ; Oe�.n/�I

that is, the kth column of T .�/ is the basis vector Oe�.k/. Show that the
map � 7! T .�/ is a homomorphism from Sn into GL.n;R/. What is the
range of T ?
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Definition 2.4.25. Two elements a and b in a group G are said to be con-
jugate if there is an element g 2 G such that a D gbg�1.

2.4.14. This exercise determines when two elements of Sn are conjugate.
(a) Show that for any k cycle .a1; a2; : : : ; ak/ 2 Sn, and for any

permutation � 2 Sn, we have

�.a1; a2; : : : ; ak/�
�1

D .�.a1/; �.a2/; : : : ; �.ak//:

Hint: As always, first look at some examples for small n and
k. Both sides are permutations (i.e., bijective maps defined on
f1; 2; : : : ; ng). Show that they are the same maps by showing
that they do the same thing.

(b) Show that for any two k cycles, .a1; a2; : : : ; ak/ and
.b1; b2; : : : ; bk/ in Sn there is a permutation � 2 Sn such that

�.a1; a2; : : : ; ak/�
�1

D .b1; b2; : : : ; bk/:

(c) Suppose that ˛ and ˇ are elements of Sn and that ˇ D g˛g�1 for
some g 2 Sn. Show that when ˛ and ˇ are written as a product
of disjoint cycles, they both have exactly the same number of
cycles of each length. (For example, if ˛ 2 S10 is a product of
two 3–cycles, one 2–cycle, and four 1–cycles, then so is ˇ.) We
say that ˛ and ˇ have the same cycle structure.

(d) Conversely, suppose ˛ and ˇ are elements of Sn and they have
the same cycle structure. Show that there is an element g 2 Sn
such that ˇ D g˛g�1.

The result of this exercise is as follows: Two elements of Sn are conjugate
if, and only if, they have the same cycle structure.

2.4.15. Show that � is the unique homomorphism from Sn onto f1;�1g.
Hint: Let ' W Sn �! f˙1g be a homomorphism. If '..12// D �1, show,
using the results of Exercise 2.4.14, that ' D �. If '..12// D C1, show
that ' is the trivial homomorphism, '.�/ D 1 for all � .

2.4.16. For m < n, we can consider Sm as a subgroup of Sn. Namely, Sm
is the subgroup of Sn that leaves fixed the numbers from mC 1 to n. The
parity of an element of Sm can be computed in two ways: as an element of
Sm and as an element of Sn. Show that two answers always agree.

The following concept is used in the next exercises:

Definition 2.4.26. An automorphism of a groupG is an isomorphism from
G onto G.
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2.4.17. Fix an element g in a group G. Show that the map cg W G !

G defined by cg.a/ D gag�1 is an automorphism of G. (This type of
automorphism is called an inner automorphism.)

2.4.18. Show that conjugate elements of Sn have the same parity. More
generally, if � W Sn ! Sn is an automorphism, then � preserves parity.

2.4.19.
(a) Show that the set of matrices with positive determinant is a nor-

mal subgroup of GL.n;R/.
(b) Show that � D det ıT , where T is the homomorphism defined

in Exercise 2.4.13 and � is the sign homomorphism. Hint: De-
termine the range of det ıT and use the uniqueness of the sign
homomorphism from Exercise 2.4.15.

2.4.20.
(a) For A 2 GL.n;R/ and b 2 Rn, define the transformation TA;b W

Rn ! Rn by TA;b.x/ D Ax C b. Show that the set of all such
transformations forms a group G.

(b) Consider the set of matrices�
A b

0 1

�
;

where A 2 GL.n;R/ and b 2 Rn, and where the 0 denotes a 1-
by-n row of zeros. Show that this is a subgroup of GL.nC1;R/,
and that it is isomorphic to the group described in part (a).

(c) Show that the map TA;b 7! A is a homomorphism from G to
GL.n;R/, and that the kernel K of this homomorphism is iso-
morphic to Rn, considered as an abelian group under vector ad-
dition.

2.4.21. Let G be an abelian group. For any integer n > 0 show that the
map ' W a 7! an is a homomorphism from G into G. Characterize the
kernel of '. Show that if n is relatively prime to the order of G, then ' is
an isomorphism; hence for each element g 2 G there is a unique a 2 G

such that g D an.

2.5. Cosets and Lagrange’s Theorem
Consider the subgroup H D fe; .1 2/g � S3. For each of the six elements
� 2 S3 you can compute the set �H D f�� W � 2 H g. For example,
.23/H D f.23/; .132/g. Do the computation now, and check that you get
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the following results:

eH D .1 2/H D H

.2 3/H D .1 3 2/H D f.2 3/; .1 3 2/g

.1 3/H D .1 2 3/H D f.1 3/; .1 2 3/g:

As � varies through S3, only three different sets �H are obtained, each
occurring twice.

Definition 2.5.1. Let H be subgroup of a group G. A subset of the form
gH , where g 2 G, is called a left coset of H in G. A subset of the form
Hg, where g 2 G, is called a right coset of H in G.

Example 2.5.2. S3 may be identified with a subgroup of S4 consisting of
permutations that leave 4 fixed and permute f1; 2; 3g. For each of the 24
elements � 2 S4 you can compute the set �S3.

This computation requires a little labor. If you want, you can get a
computer to do some of the repetitive work; for example, programs for
computations in the symmetric group are distributed with the symbolic
mathematics program Mathematica.

With the notation H D f� 2 S4 W �.4/ D 4g, the results are

eH D .1 2/H D .1 3/H D .2 3/H D .1 2 3/H D .1 3 2/H D H

.4 3/H D .4 3 2/H D .2 1/.4 3/H

D .2 4 3 1/H D .4 3 2 1/H D .4 3 1/H

D f.4 3/; .4 3 2/; .2 1/.4 3/; .2 4 3 1/; .4 3 2 1/; .4 3 1/g

.4 2/H D .3 4 2/H D .4 2 1/H

D .4 2 3 1/H D .3 4 2 1/H D .3 1/.4 2/H

D f.4 2/; .3 4 2/; .4 2 1/; .4 2 3 1/; .3 4 2 1/; .3 1/.4 2/g

.4 1/H D .4 1/ .3 2/H D .2 4 1/H

D .2 3 4 1/H D .3 2 4 1/H D .3 4 1/H

D f.4 1/; .4 1/ .3 2/; .2 4 1/; .2 3 4 1/; .3 2 4 1/; .3 4 1/g:

The regularity of the preceding data for left cosets of subgroups of
symmetric groups is striking! Based on these data, can you make any
conjectures (guesses!) about properties of cosets of a subgroup H in a
group G?
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Properties of Cosets

Proposition 2.5.3. Let H be a subgroup of a group G, and let a and b be
elements of G. The following conditions are equivalent:

(a) a 2 bH .
(b) b 2 aH .
(c) aH D bH .
(d) b�1a 2 H .
(e) a�1b 2 H .

Proof. If condition (a) is satisfied, then there is an element h 2 H such
that a D bh; but then b D ah�1 2 aH . Thus, (a) implies (b), and
similarly (b) implies (a). Now suppose that (a) holds and choose h 2 H

such that a D bh. Then for all h1 2 H , ah1 D bhh1 2 bH ; thus
aH � bH . Similarly, (b) implies that bH � aH . Since (a) is equivalent
to (b), each implies (c). Because a 2 aH and b 2 bH , (c) implies (a) and
(b). Finally, (d) and (e) are equivalent by taking inverses, and a D bh 2

bH , b�1a D h 2 H , so (a) and (d) are equivalent. n

Proposition 2.5.4. Let H be a subgroup of a group G.
(a) Let a and b be elements of G. Either aH D bH or aH \ bH D

;.
(b) Each left coset aH is nonempty and the union of left cosets is G.

Proof. If aH \ bH 6D ;, let c 2 aH \ bH . By the previous proposition
cH D aH and cH D bH , so aH D bH . For each a 2 G, a 2 aH ; this
implies both assertions of part (b). n

Proposition 2.5.5. Let H be a subgroup of a group G and let a and b be
elements of G. Then x 7! ba�1x is a bijection between aH and bH .

Proof. The map x 7! ba�1x is a bijection of G (with inverse y 7!

ab�1y). Its restriction to aH is a bijection of aH onto bH . n

Theorem 2.5.6. (Lagrange’s theorem). Let G be a finite group and H a
subgroup. Then the cardinality of H divides the cardinality of G, and the

quotient
jGj

jH j
is the number of left cosets of H in G.
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Proof. The distinct left cosets of H are mutually disjoint by Proposition
2.5.4 and each has the same size (namely jH j D jeH j) by Proposition
2.5.5. Since the union of the left cosets is G, the cardinality of G is the
cardinality of H times the number of distinct left cosets of H . n

Definition 2.5.7. For a subgroup H of a group G, the index of H in G is
the number of left cosets of H in G. The index is denoted ŒG W H�.

Index also makes sense for infinite groups. For example, take the
larger group to be Z and the subgroup to be nZ. Then ŒZ W nZ�
D n, because there are n cosets of nZ in Z. Every subgroup of Z (other
than the zero subgroup f0g) has the form nZ for some n, so every nonzero
subgroup has finite index. The zero subgroup has infinite index.

It is also possible for a nontrivial subgroup of an infinite group (i.e.,
a subgroup that is neither feg nor the entire group) to have infinite index.
For example, the cosets of Z in R are in one to one correspondence with
the elements of the half-open interval Œ0; 1/; there are uncountably many
cosets! See Exercise 2.5.11.

Corollary 2.5.8. Let p be a prime number and suppose G is a group of
order p. Then

(a) G has no subgroups other than G and feg.
(b) G is cyclic, and in fact, for any nonidentity element a 2 G,

G D hai.
(c) Every homomorphism from G into another group is either trivial

(i.e., every element of G is sent to the identity) or injective.

Proof. The first assertion follows immediately from Lagrange’s theorem,
since the size of a subgroup can only be p or 1. If a ¤ e, then the subgroup
hai is not feg, so must be G. The last assertion also follows from the first,
since the kernel of a homomorphism is a subgroup. n

Any two groups of prime order p are isomorphic, since each is cyclic.
This generalizes (substantially) the results that we obtained before on the
uniqueness of the groups of orders 2, 3, and 5.

Corollary 2.5.9. Let G be any finite group, and let a 2 G. Then the order
o.a/ divides the order of G.

Proof. The order of a is the cardinality of the subgroup hai. n
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The index of subgroups satisfies a multiplicativity property:

Proposition 2.5.10. Suppose K � H � G are subgroups. Then

ŒG W K� D ŒG W H�ŒH W K�:

Proof. If the groups are finite, then by Lagrange’s theorem,

ŒG W K� D
jGj

jKj
D

jGj

jH j

jH j

jKj
D ŒG W H�ŒH W K�:

If the groups are infinite, we have to use another approach, which is dis-
cussed in the Exercises. n

Definition 2.5.11. For any group G, the center Z.G/ of G is the set of
elements that commute with all elements of G,

Z.G/ D fa 2 G W ag D ga for all g 2 Gg:

You are asked in the Exercises to show that the center of a group is a
normal subgroup, and to compute the center of several particular groups.

Exercises 2.5

2.5.1. Check that the left cosets of the subgroup

K D fe; .123/; .132/g

in S3 are

eK D .123/K D .132/K D K

.12/K D .13/K D .23/K D f.12/; .13/; .23/g

and that each occurs three times in the list .gK/g2S3
. Note that K is the

subgroup of even permutations and the other coset of K is the set of odd
permutations.

2.5.2. Suppose K � H � G are subgroups. Suppose h1K; : : : ; hRK is
a list of the distinct cosets of K in H , and g1H; : : : ; gSH is a list of the
distinct cosets of H in G. Show that fgshrH W 1 � s � S; 1 � r � Rg

is the set of distinct cosets of H in G. Hint: There are two things to show.
First, you have to show that if .r; s/ ¤ .r 0; s0/, then gshrK ¤ gs0hr 0K.
Second, you have to show that if g 2 G, then for some .r; s/, gK D

gshrK.
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2.5.3. Try to extend the idea of the previous exercise to the case where at
least one of the pairs K � H and H � G has infinite index.

2.5.4. Consider the group S3.
(a) Find all the left cosets and all the right cosets of the subgroup

H D fe; .12/g of S3, and observe that not every left coset is also
a right coset.

(b) Find all the left cosets and all the right cosets of the subgroup
K D fe; .123/; .132/g of S3, and observe that every left coset is
also a right coset.

2.5.5. What is the analogue of Proposition 2.5.3, with left cosets replaced
with right cosets?

2.5.6. LetH be a subgroup of a groupG. Show that aH 7! Ha�1 defines
a bijection between left cosets ofH in G and right cosets ofH in G. (The
index of a subgroup was defined in terms of left cosets, but this observation
shows that we get the same notion using right cosets instead.)

2.5.7. For a subgroup N of a group G, prove that the following are equiv-
alent:

(a) N is normal.
(b) Each left coset ofN is also a right coset. That is, for each a 2 G,

there is a b 2 G such that aN D Nb.
(c) For each a 2 G, aN D Na.

2.5.8. Suppose N is a subgroup of a group G and ŒG W N� D 2. Show that
N is normal using the criterion of the previous exercise.

2.5.9. Show that ifG is a finite group andN is a subgroup of index 2, then
for elements a and b of G, the product ab is an element of N if, and only
if, either both of a and b are in N or neither of a and b is in N .

2.5.10. For two subgroups H and K of a group G and an element a 2 G,
the double coset HaK is the set of all products hak, where h 2 H and
k 2 K. Show that two double cosets HaK and HbK are either equal or
disjoint.

2.5.11. Consider the additive group R and its subgroup Z. Describe a
coset t C Z geometrically. Show that the set of all cosets of Z in R is
ft C Z W 0 � t < 1g. What are the analogous results for Z2 � R2?

2.5.12. Consider the additive group Z and its subgroup nZ consisting of
all integers divisible by n. Show that the distinct cosets of nZ in Z are
fnZ; 1C nZ; 2C nZ; : : : ; n � 1C nZg.

2.5.13.
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(a) Show that the center of a group G is a normal subgroup of G.
(b) What is the center of the group S3?

2.5.14.
(a) What is the center of the group D4 of symmetries of the

square?
(b) What is the center of the dihedral group Dn?

2.5.15. Find the center of the group GL.2;R/ of 2-by-2 invertible real ma-
trices. Do the same for GL.3;R/. Hint: It is a good idea to go outside of
the realm of invertible matrices in considering this problem. This is be-
cause it is useful to exploit linearity, but the group of invertible matrices is
not a linear space. So first explore the condition for a matrixA to commute
with all matrices B , not just invertible matrices. Note that the condition
AB D BA is linear in B , so a matrix A commutes with all matrices if,
and only if, it commutes with each member of a linear spanning set of ma-
trices. So now consider the so-called matrix units Eij , which have a 1 in
the i; j position and zeros elsewhere. The set of matrix units is a basis of
the linear space of matrices. Find the condition for a matrix to commute
with all of the Eij ’s. It remains to show that if a matrix commutes with
all invertible matrices, then it also commutes with all Eij ’s. (The results
of this exercise hold just as well with the real numbers R replaced by the
complex numbers C or the rational numbers Q.)

2.5.16. Show that the symmetric group Sn has a unique subgroup of index
2, namely the subgroup An of even permutations. Hint: Such subgroup
N is normal. Hence if it contains one element of a certain cycle structure,
then it contains all elements of that cycle structure, according to Exercises
2.6.6 and 2.4.14. Can N contain any 2–cycles? Show that N contains a
product of k 2–cycles if, and only if, k is even, by using Exercise 2.5.9.
Conclude N D An by Proposition 2.4.22.

2.6. Equivalence Relations and Set Partitions
Associated to the data of a group G and a subgroup H , we can define
a binary relation on G by a � b .modH/ or a �H b if, and only if,
aH D bH . According to Proposition 2.5.3, a �H b if, and only if, if
b�1a 2 H . This relation has the following properties:

1. a �H a.
2. a �H b , b �H a.
3. If a �H b and b �H c, then also a �H c.

This is an example of an equivalence relation.
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Definition 2.6.1. An equivalence relation � on a set X is a binary relation
with the properties:

(a) Reflexivity: For each x 2 X , x � x.
(b) Symmetry: For x; y 2 X , x � y , y � x.
(c) Transitivity: For x; y; z 2 X , if x � y and y � z, then x � z.

Associated to the same data (a group G and a subgroup H ), we also
have the family of left cosets of H in G. Each left coset is nonempty,
distinct left cosets are mutually disjoint, and the union of all left cosets is
G. This is an example of a set partition.

Definition 2.6.2. A partition of a set X is a collection of mutually disjoint
nonempty subsets whose union is X .

Equivalence relations and set partitions are very common in mathe-
matics. We will soon see that equivalence relations and set partitions are
two aspects of one phenomenon.

Example 2.6.3.
(a) For any set X , equality is an equivalence relation on X . Two

elements x; y 2 X are related if, and only if, x D y.
(b) For any set X , declare x � y for all x; y 2 X . This is an

equivalence relation on X .
(c) Let n be a natural number. Recall the relation of congruence

modulo n defined on the set of integers by a � b .mod n/ if, and
only if, a� b is divisible by n. It was shown in Proposition 1.7.2
that congruence modulo n is an equivalence relation on the set
of integers. In fact, this is a special case of the coset equivalence
relation, with the group Z, and the subgroup nZ D fnd W d 2

Zg.
(d) Let X and Y be any sets and f W X ! Y any map. Define a

relation on X by x0 �f x
00 if, and only if, f .x0/ D f .x00/. Then

�f is an equivalence relation on X .
(e) In Euclidean geometry, congruence is an equivalence relation on

the set of triangles in the plane. Similarity is another equivalence
relation on the set of triangles in the plane.

(f) Again in Euclidean geometry, parallelism of lines is an equiva-
lence relation on the set of all lines in the plane.

(g) Let X be any set, and let T W X ! X be an bijective map of
X . All integer powers of T are defined and for integers m; n, we
have T n ı Tm D T nCm. In fact, T is an element of the group
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of all bijective maps of X , and the powers of T are defined as
elements of this group. See the discussion preceding Definition
2.2.11.

For x; y 2 X , declare x � y if there is an integer n such that
T n.x/ D y. Then � is an equivalence relation on X . In fact, for
all x 2 X , x � x because T 0.x/ D x. If x; y 2 X and x � y,
then T n.x/ D y for some integer n; it follows that T �n.y/ D

x, so y � x. Finally, suppose that x; y; z 2 X , x � y, and
y � z. Then there exist integers n;m such that T n.x/ D y and
Tm.y/ D z. But then T nCm.x/ D Tm.T n.x// D Tm.y/ D z,
so x � z.

An equivalence relation on a setX always gives rise to a distinguished
family of subsets of X :

Definition 2.6.4. If � is an equivalence relation on X , then for each x 2

X , the equivalence class of x is the set

Œx� D fy 2 X W x � yg:

Note that x 2 Œx� because of reflexivity; in particular, the equivalence
classes are nonempty subsets of X .

Proposition 2.6.5. Let � be an equivalence relation on X . For x; y 2 X ,
x � y if, and only if, Œx� D Œy�.

Proof. If Œx� D Œy�, then x 2 Œx� D Œy�, so x � y. For the converse,
suppose that x � y (and hence y � x, by symmetry of the equivalence
relation). If z 2 Œx�, then z � x. Since x � y by assumption, transitivity
of the equivalence relation implies that z � y (i.e., z 2 Œy�). This shows
that Œx� � Œy�. Similarly, Œy� � Œx�. Therefore, Œx� D Œy�. n

Corollary 2.6.6. Let � be an equivalence relation onX , and let x; y 2 X .
Then either Œx� \ Œy� D ; or Œx� D Œy�.

Proof. We have to show that if Œx� \ Œy� ¤ ;, then Œx� D Œy�. But if
z 2 Œx� \ Œy�, then Œx� D Œz� D Œy�, by the proposition. n

Consider an equivalence relation � on a setX . The equivalence classes
of � are nonempty and have union equal to X , since for each x 2 X ,
x 2 Œx�. Furthermore, the equivalence classes are mutually disjoint; this
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means that any two distinct equivalence classes have empty intersection.
So the collection of equivalence classes is a partition of the set X .

Any equivalence relation on a set X gives rise to a partition of X by
equivalence classes.

On the other hand, given a partition P of X , we can define an relation
on X by x �P y if, and only if, x and y are in the same subset of the par-
tition. Let’s check that this is an equivalence relation. Write the partition
P as fXi W i 2 I g. We have Xi ¤ ; for all i 2 I , Xi \ Xj D ; if i ¤ j ,
and [i2IXi D X . Our definition of the relation is x �P y if, and only if,
there exists i 2 I such that both x and y are elements of Xi .

Now for all x 2 X , x �P x because there is some i 2 I such that
x 2 Xi . The definition of x �P y is clearly symmetric in x and y. Finally,
if x �P y and y �P z, then there exist i 2 I such that both x and y are
elements of Xi , and furthermore there exists j 2 I such that both y and
z are elements of Xj . Now i is necessarily equal to j because y is an
element of both Xi and of Xj and Xi \Xj D ; if i ¤ j . But then both x
and z are elements of Xi , which gives x �P z.

Every partition of a set X gives rise to an equivalence relation on X .
Suppose that we start with an equivalence relation on a set X , form

the partition of X into equivalence classes, and then build the equivalence
relation related to this partition. Then we just get back the equivalence
relation we started with! In fact, let � be an equivalence relation on X , let
P D fŒx� W x 2 Xg be the corresponding partition of X into equivalence
classes, and let �P denote the equivalence relation derived from P . Then
x � y , Œx� D Œy� , there exists a Œz� 2 P such that both x and y are
elements of Œz� , x �P y.

Suppose, on the other hand, that we start with a partition of a set X ,
form the associated equivalence relation, and then form the partition of
X consisting of equivalence classes for this equivalence relation. Then
we end up with exactly the partition we started with. In fact, let P be a
partition ofX , let �P be the corresponding equivalence relation, and letP 0

be the family of �P equivalence classes. We have to show that P D P 0.
Let a 2 X , let Œa� be the unique element of P 0 containing a, and let A

be the unique element of P containing a. We have b 2 Œa� , b �P a ,

there exists a B 2 P such that both a and b are elements of B . But since
a 2 A, the last condition holds if, and only if, both a and b are elements
of A. That is, Œa� D A. But this means that P and P 0 contain exactly the
same subsets of X .

The following proposition summarizes this discussion:

Proposition 2.6.7. LetX be any set. There is a one to one correspondence
between equivalence relations on X and set partitions of X .
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Remark 2.6.8. This proposition, and the discussion preceding it, are still
valid (but completely uninteresting) if X is the empty set. There is exactly
one equivalence relation on the empty set, namely the empty relation, and
there is exactly one partition of the empty set, namely the empty collection
of nonempty subsets!

Example 2.6.9. Consider a group G and a subgroup H . Associated to
these data, we have the family of left cosets of H in G. According to
Proposition 2.5.4, the family of left cosets of H in G forms a partition
of G. We defined the equivalence relation �H in terms of this partition,
namely a �H b if, and only if, aH D bH . The equivalence classes of �H

are precisely the left cosets of H in G, since a �H b , aH D bH ,

a 2 bH .

Example 2.6.10.
(a) The equivalence classes for the equivalence relation of equality

on a set X are just the singletons fxg for x 2 X .
(b) The equivalence relation x � y for all x; y 2 X has just one

equivalence class, namely X .
(c) The equivalence classes for the relation of congruence modulo n

on Z are fŒ0�; Œ1�; : : : ; Œn � 1�g.
(d) Let f W X ! Y be any map. Define x0 �f x00 if, and only

if, f .x0/ D f .x00/. The equivalence classes for the equivalence
relation �f are the fibers of f , namely the sets f �1.y/ for y in
the range of f .

(e) Let X be any set, and let T W X ! X be an bijective map of
X . For x; y 2 X , declare x � y if there is an integer n such
that T n.x/ D y. The equivalence classes for this relation are
the orbits of T , namely the sets O.x/ D fT n.x/ W n 2 Zg for
x 2 X .

Equivalence Relations and Surjective Maps
There is a third aspect to the phenomenon of equivalence relations

and partitions. We have noted that for any map f from a set X to an-
other set Y , we can define an equivalence relation on X by x0 �f x00 if
f .x0/ D f .x00/. We might as well assume that f is surjective, as we
can replace Y by the range of f without changing the equivalence rela-
tion. The equivalence classes of �f are the fibers f �1.y/ for y 2 Y . See
Exercise 2.6.1.

On the other hand, given an equivalence relation � onX , defineX= �

to be the set of equivalence classes of � and define a surjection � of X
onto X= � by �.x/ D Œx�. If we now build the equivalence relation ��



i
i

“bookmt” — 2006/8/8 — 12:58 — page 130 — #142 i
i

i
i

i
i

130 2. BASIC THEORY OF GROUPS

associated with this surjective map, we just recover the original equiva-
lence relation. In fact, for x0; x00 2 X , we have x0 � x00 , Œx0� D Œx00� ,

�.x0/ D �.x00/ , x0 �� x
00.

We have proved the following result:

Proposition 2.6.11. Let � be an equivalence relation on a set X . Then
there exists a set Y and a surjective map � W X ! Y such that � is equal
to the equivalence relation �� .

When do two surjective maps f W X ! Y and f 0 W X ! Y 0 deter-
mine the same equivalence relation onX? The condition for this to happen
turns out to be the following:

Definition 2.6.12. Two surjective maps f W X ! Y and f 0 W X ! Y 0 are
similar if there exists a bijection s W Y ! Y 0 such that f 0 D s ı f .

X
f 0

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq Y 0

f

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

∼= s

Y

Proposition 2.6.13. Two surjective maps f W X ! Y and f 0 W X ! Y 0

determine the same equivalence relation X if, and only if, f and f 0 are
similar.

Proof. It is easy to see that if f and f 0 are similar surjections, then they
determine the same equivalence relation on X .

Suppose, on the other hand, that f W X ! Y and f 0 W X ! Y 0 are
surjective maps that define the same equivalence relation � on X . We
want to define a map s W Y ! Y 0 such that f 0 D s ı f . Let y 2 Y ,
and choose any x 2 f �1.y/. We wish to define s.y/ D f 0.x/, for then
s.f .x// D s.y/ D f 0.x/, as desired. However, we have to be careful
to check that this makes sense; that is, we have to check that s.y/ really
depends only on y and not on the choice of x 2 f �1.y/! But in fact, if Nx

is another element of f �1.y/, then x �f Nx, so x �f 0 Nx, by hypothesis,
so f 0.x/ D f 0. Nx/.
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We now have our map s W Y ! Y 0 such that f 0 D s ı f . It remains to
show that s is a bijection.

In the same way that we defined s, we can also define a map s0 W Y 0 !

Y such that f D s0 ıf 0. I claim that s and s0 are inverse maps, so both are
bijective. In fact, we have f D s0 ıf 0 D s0 ıs ıf , so f .x/ D s0.s.f .x///

for all x 2 X . Let y 2 Y ; choose x 2 X such that y D f .x/. Substituting
y for f .x/ gives y D s0.s.y//. Similarly, s.s0.y0// D y0 for all y0 2 Y 0.
This completes the proof that s is bijective. n

Let us look again at our main example, the equivalence relation on a
group G determined by a subgroup H , whose equivalence classes are the
left cosets of H in G. We would like to define a canonical surjective map
on G whose fibers are the left cosets of H in G.

Definition 2.6.14. The set of left cosets of H in G is denoted G=H . The
surjective map � W G �! G=H defined by �.a/ D aH is called the
canonical projection or quotient map of G onto G=H .

Proposition 2.6.15. The fibers of the canonical projection � W G ! G=H

are the left cosets of H in G. The equivalence relation �� on G deter-
mined by � is the equivalence relation �H .

Proof. We have ��1.aH/ D fb 2 G W bH D aH g D aH . Furthermore,
a �� b , aH D bH , a �H b. n

Conjugacy

We close this section by introducing another equivalence relation that
is extremely useful for studying the structure of groups:

Definition 2.6.16. Let a and b be elements of a group G. We say that b is
conjugate to a if there is a g 2 G such that b D gag�1.

You are asked to show in the Exercises that conjugacy is an equiva-
lence relation and to find all the conjugacy equivalence classes in several
groups of small order.

Definition 2.6.17. The equivalence classes for conjugacy are called con-
jugacy classes.
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Note that the center of a group is related to the notion of conjugacy in
the following way: The center consists of all elements whose conjugacy
class is a singleton. That is, g 2 Z.G/ , the conjugacy class of g is fgg.

Exercises 2.6

2.6.1. Consider any surjective map f from a setX onto another set Y . We
can define a relation on X by x1 � x2 if f .x1/ D f .x2/. Check that this
is an equivalence relation. Show that the associated partition of X is the
partition into “fibers” f �1.y/ for y 2 Y .

The next several exercises concern conjugacy classes in a group.

2.6.2. Show that conjugacy of group elements is an equivalence relation.

2.6.3. What are the conjugacy classes in S3?

2.6.4. What are the conjugacy classes in the symmetry group of the square
D4?

2.6.5. What are the conjugacy classes in the dihedral group D5?

2.6.6. Show that a subgroup is normal if, and only if, it is a union of
conjugacy classes.

2.7. Quotient Groups and Homomorphism Theorems
Consider the permutation group Sn with its normal subgroup of even per-
mutations. For the moment write E for the subgroup of even permutations
and O for the coset O D .12/E D E.12/ consisting of odd permuta-
tions. The subgroup E is the kernel of the sign homomorphism � W Sn �!

f1;�1g.
Since the product of two permutations is even if, and only if, both are

even or both are odd, we have the following multiplication table for the
two cosets of E:

E O

E E O

O O E

The products are taken in the sense mentioned previously; namely the
product of two even permutations or two odd permutations is even, and
the product of an even permutation with an odd permutation is odd. Thus
the multiplication on the cosets of E reproduces the multiplication on the
group f1;�1g.
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This is a general phenomenon: If N is a normal subgroup of a group
G, then the setG=N of left cosets of aN inG has the structure of a group.

The Quotient Group Construction

Theorem 2.7.1. Let N be a normal subgroup of a group G. The set of
cosetsG=N has a unique product that makesG=N a group and that makes
the quotient map � W G �! G=N a group homomorphism.

Proof. Let A and B be elements of G=N (i.e., A and B are left cosets of
N in G). Let a 2 A and b 2 B (so A D aN and B D bN ). We would
like to define the product AB to be the left coset containing ab, that is,

.aN /.bN / D abN:

But we have to check that this makes sense (i.e., that the result is indepen-
dent of the choice of a 2 A and of b 2 B). So let a0 be another element of
aN and b0 another element of bN . We need to check that abN D a0b0N ,
or, equivalently, that .ab/�1.a0b0/ 2 N . We have

.ab/�1.a0b0/ D b�1a�1a0b0

D b�1a�1a0.bb�1/b0
D .b�1a�1a0b/.b�1b0/:

Since aN D a0N , and bN D b0N , we have a�1a0 2 N and b�1b0 2 N .
Since N is normal, b�1.a�1a0/b 2 N . Therefore, the final expression is a
product of two elements of N , so is in N . This completes the verification
that the definition of the product on G=H makes sense.

The associativity of the product on G=N follows from repeated use
of the definition of the product, and the associativity of the product on G;
namely

.aNbN/cN D abNcN D .ab/cN D a.bc/N

D aNbcN D aN.bNcN/:

It is clear thatN itself serves as the identity for this multiplication and that
a�1N is the inverse of aN . Thus G=N with this multiplication is a group.
Furthermore, � is a homomorphism because

�.ab/ D abN D aNbN D �.a/�.b/:

The uniqueness of the product follows simply from the surjectivity of
� : in order for � to be a homomorphism, it is necessary that aNbN D

abN . n
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The group G=N is called the quotient group of G by N . The map
� W G ! G=N is called the quotient homomorphism. Another approach
to defining the product in G=N is developed in Exercise 2.7.2.

Example 2.7.2. (Finite cyclic groups as quotients of Z). The construction
of Zn in Section 1.7 is an example of the quotient group construction.
The (normal) subgroup in the construction is nZ D f`n W ` 2 Zg. The
cosets of nZ in Z are of the form k C nZ D Œk�; the distinct cosets are
Œ0� D nZ; Œ1� D 1C nZ; : : : ; Œn� 1� D n� 1C nZ. The product (sum) of
two cosets is Œa�C Œb� D Œa C b�. So the group we called Zn is precisely
Z=nZ. The quotient homomorphism Z ! Zn is given by k 7! Œk�.

Example 2.7.3. Now consider a cyclic group G of order n with generator
a. There is a homomorphism ' W Z ! G of Z onto G defined by '.k/ D

ak . The kernel of this homomorphism is precisely all multiples of n, the
order of a; ker.'/ D nZ. I claim that ' “induces” an isomorphism Q' W

Zn ! G, defined by Q'.Œk�/ D ak D '.k/. It is necessary to check that
this makes sense (i.e., that Q' is well defined) because we have attempted to
define the value of Q' on a coset Œk� in terms of a particular representative of
the coset. Would we get the same result if we took another representative,
say kC 17n instead of k? In fact, we would get the same answer: If Œa� D

Œb�, then a�b 2 nZ D ker.'/, and, therefore, '.a/�'.b/ D '.a�b/ D 0.
Thus '.a/ D '.b/. This shows that the map Q' is well defined.

Next we have to check the homomorphism property of Q'. This prop-
erty is valid because

Q'.Œa�Œb�/ D Q'.Œab�/ D '.ab/ D '.a/'.b/ D Q'.Œa�/ Q'.Œb�/:

The homomorphism Q' has the same range as ', so it is surjective. It
also has trivial kernel: If Q'.Œk�/ D 0, then '.k/ D 0, so k 2 nZ D Œ0�, so
Œk� D Œ0�. Thus Q' is an isomorphism.

Example 2.7.4. Take the additive abelian group R as G and the subgroup
Z as N . Since R is abelian, all of its subgroups are normal, and, in partic-
ular, Z is a normal subgroup.

The cosets of Z in R were considered in Exercise 2.5.11, where you
were asked to verify that the cosets are parameterized by the set of real
numbers t such that 0 � t < 1. In fact, two real numbers are in the same
coset modulo Z precisely if they differ by an integer, s � t .mod Z/ ,

s � t 2 Z. For any real number t , let ŒŒt �� denote the greatest integer less
than or equal to t . Then t � ŒŒt �� 2 Œ0; 1/ and t � .t � ŒŒt ��/ .mod Z/.
On the other hand, no two real numbers in Œ0; 1/ are congruent modulo
Z. Thus we have a bijection between R=Z and Œ0; 1/ which is given by
Œt � 7! t � ŒŒt ��.
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We get a more instructive geometric picture of the set R=Z of cosets of
R modulo Z if we take, instead of the half–open interval Œ0; 1/, the closed
interval Œ0; 1� but identify the endpoints 0 and 1: The picture is a circle
of circumference 1. Actually we can take a circle of any convenient size,
and it is more convenient to take a circle of radius 1; we let T denote the
complex numbers of modulus 1, namely

T D fz 2 C W jzj D 1g D fe2�it W t 2 Rg D fe2�it W 0 � t < 1g:

So now we have bijections between set R=Z of cosets of R modulo Z,
the set Œ0; 1/, and the unit circle T , given by

Œt � 7! t � ŒŒt �� 7! e2�it D e2�i.t�ŒŒt��/:

Let us write ' for the map t 7! e2�it from R onto the unit circle, and Q' for
the map Œt � 7! '.t/ D e2�it . Our discussion shows that Q' is well defined.
We know that the unit circle T is itself a group, and we recall that that the
exponential map ' W R ! T is a group homomorphism, namely,

'.s C t / D e2�i.sCt/ D e2�ise2�it D '.s/'.t/:

Furthermore, the kernel of ' is precisely Z.
We now have a good geometric picture of the quotient group R=Z as a

set, but we still have to discuss the group structure of R=Z. The definition
of the product (addition!) on R=Z is Œt �C Œs� D Œt C s�. But observe that

Q'.Œs�C Œt �/ D Q'.Œs C t �/ D e2�i.sCt/ D e2�ise2�it D Q'.s/ Q'.t/:

Thus Q' is a group isomorphism from the quotient group R=Z to T .
Our work can be summarized in the following diagram, in which all of

the maps are group homomorphisms, and the map � is the quotient map
from R to R=Z.

R
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq T

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

∼= Q'

R=Z

Example 2.7.5. Recall from Exercise 2.4.20 the “AxC b” group or affine
group Aff.n/ consisting of transformations of Rn of the form

TA;b.x/ D Ax C b;



i
i

“bookmt” — 2006/8/8 — 12:58 — page 136 — #148 i
i

i
i

i
i

136 2. BASIC THEORY OF GROUPS

where A 2 GL.n;R/ and b 2 Rn. Let N be the subset consisting of the
transformations TE;b, where E is the identity transformation,

TE;b.x/ D x C b:

The composition rule in Aff.n/ is

TA;bTA0;b0 D TAA0;Ab0Cb:

The inverse of TA;b is TA�1;�A�1b. N is a subgroup isomorphic to the
additive group Rn because

TE;bTE;b0 D TE;bCb0 ;

and N is normal. In fact,

TA;bTE;cT
�1
A;b D TE;Ac :

Let us examine the condition for two elements TA;b and TA0;b0 to be con-
gruent modulo N . The condition is

T �1
A0;b0TA;b D T

A0�1;�A0�1b0TA;b D T
A0�1A;A0�1.b�b0/

2 N:

This is equivalent to A D A0. Thus the class of TA;b moduloN is ŒTA;b� D

fTA;b0 W b0 2 Rng, and the cosets of N can be parameterized by A 2

GL.n/. In fact, the map ŒTA;b� 7! A is a bijection between the set Aff.n/=N
of cosets of Aff.n/ modulo N and GL.n/.

Let us write ' for the map ' W TA;b 7! A from Aff.n/ to GL.n/, and
Q' for the map Q' W ŒTA;b� 7! A from Aff.n/=N to GL.n/. The map ' is a
(surjective) homomorphism, because

'.TA;bTA0;b0/ D '.TAA0;Ab0Cb/ D AA0
D '.TA;b/'.TA0;b0/;

and furthermore the kernel of ' is N .
The definition of the product in Aff.n/=N is

ŒTA;b�ŒTA0;b0 � D ŒTA;bTA0;b0 � D ŒTAA0;bCAb0 �:

It follows that

Q'.ŒTA;b�ŒTA0;b0 �/ D Q'.ŒTAA0;bCAb0 �/ D AA0
D Q'.ŒTA;b�/ Q'.ŒTA0;b0 �/;

and, therefore, Q' is an isomorphism of groups.
We can summarize our findings in the diagram:

Aff.n/ ' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq GL.n/

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

∼= Q'

Aff.n/=N
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Homomorphism Theorems
The features that we have noticed in the several examples are quite

general:

Theorem 2.7.6. (Homomorphism theorem). Let ' W G �! G be a surjec-
tive homomorphism with kernel N . Let � W G �! G=N be the quotient
homomorphism. There is a group isomorphism Q' W G=N �! G satisfying
Q' ı � D '. (See the following diagram.)

G
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq G

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

∼= Q'

G=N

Proof. There is only one possible way to define Q' so that it will satisfy
Q' ı � D ', namely Q'.aN/ D '.a/.

It is necessary to check that Q' is well-defined, i.e., that Q'.aN/ does
not depend on the choice of the representative of the coset aN . Suppose
that aN D bN ; we have to check that '.a/ D '.b/. But

aN D bN , b�1a 2 N D ker.'/

, e D '.b�1a/ D '.b/�1'.a/

, '.b/ D '.a/:

The same computation shows that Q' is injective. In fact,

Q'.aN/ D Q'.bN / ) '.a/ D '.b/

) aN D bN:

The surjectivity of Q' follows from that of ', since ' D Q' ı � .
Finally, Q' is a homomorphism because

Q'.aNbN/ D Q'.abN/ D '.ab/ D '.a/'.b/ D Q'.aN/ Q'.bN /:

n

A slightly different proof is suggested in Exercise 2.7.1.

The two theorems (Theorems 2.7.1 and 2.7.6 ) say that normal sub-
groups and (surjective) homomorphisms are two sides of one coin: Given
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a normal subgroup N , there is a surjective homomorphism with N as ker-
nel, and, on the other hand, a surjective homomorphism is essentially de-
termined by its kernel.

Theorem 2.7.6 also reveals the best way to understand a quotient group
G=N . The best way is to find a natural model, namely some naturally
defined group G together with a surjective homomorphism ' W G ! G

with kernel N . Then, according to the theorem, G=N Š G. With this in
mind, we take another look at the examples given above, as well as several
more examples.

Example 2.7.7. Let a be an element of order n in a group H . There is
a homomorphism ' W Z ! H given by k 7! ak . This homomorphism
has range hai and kernel nZ. Therefore, by the homomorphism theorem,
Z=nZ Š hai. In particular, if � D e2�i=n, then '.k/ D �k induces an
isomorphism of Z=nZ onto the group Cn of nth roots of unity in C.

Example 2.7.8. The homomorphism ' W .R;C/ ! C� given by '.t/ D

e2�it has range T and kernel Z. Thus by the homomorphism theorem,
R=Z Š T .

Example 2.7.9. The map ' W Aff.n/ ! GL.n/ defined by TA;b 7! A is a
surjective homomorphism with kernel N D fTE;b W b 2 Rng. Therefore,
by the homomorphism theorem, Aff.n/=N Š GL.n/.

Example 2.7.10. The set SL.n;R/ of matrices of determinant 1 is a nor-
mal subgroup of GL.n;R/. In fact, SL.n;R/ is the kernel of the homomor-
phism det W GL.n;R/ ! R�, and this implies that SL.n;R/ is a normal
subgroup. It also implies that the quotient group GL.n;R/=SL.n;R/ is
naturally isomorphic to R�.

Example 2.7.11. Consider G D GL.n;R/, the group of n-by-n invertible
matrices. Set Z D G \ RE, the set of invertible scalar matrices. Then
Z is evidently a normal subgroup of G, and is, in fact, the center of G.
A coset of Z in G has the form ŒA� D AZ D f�A W � 2 R�g, the set
of all nonzero multiples of the invertible matrix A; two matrices A and B
are equivalent modulo Z precisely if one is a scalar multiple of the other.
By our general construction of quotient groups, we can form G=Z, whose
elements are cosets of Z in G, with the product ŒA�ŒB� D ŒAB�. G=Z is
called the projective linear group.

The rest of this example is fairly difficult, and it might be best to skip
it on the first reading. We would like to find some natural realization or
model of the quotient group. Now a natural model for a group is generally
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as a group of transformations of something or the other, so we would have
to look for some objects which are naturally transformed not by matrices
but rather by matrices modulo scalar multiples.

At least two natural models are available for G=Z. One is as transfor-
mations of projective .n� 1/–dimensional space Pn�1, and the other is as
transformations of G itself.

Projective .n � 1/–dimensional space consists of n-vectors modulo
scalar multiplication. More precisely, we define an equivalence relation
� on the set Rn n f0g of nonzero vectors in Rn by x � y if there is a
nonzero scalar � such that x D �y . Then Pn�1 D .Rn n f0g/= �, the set
of equivalence classes of vectors. There is another picture of Pn�1 that is
a little easier to visualize; every nonzero vector x is equivalent to the unit
vector x=jjxjj, and furthermore two unit vectors a and b are equivalent if
and only if a D ˙b; therefore, Pn�1 is also realized as Sn�1=˙, the unit
sphere in n–dimensional space, modulo equivalence of antipodal points.
Write Œx� for the class of a nonzero vector x.

There is a homomorphism of G into Sym.Pn�1/, the group of invert-
ible maps from Pn�1 to Pn�1, defined by '.A/.Œx�/ D ŒAx�; we have
to check, as usual, that '.A/ is a well-defined transformation of Pn�1 and
that ' is a homomorphism. I leave this as an exercise. What is the kernel of
'? It is precisely the invertible scalar matrices Z. We have '.G/ Š G=Z,
by the homomorphism theorem, and thus G=Z has been identified as a
group of transformations of projective space.

A second model for G=Z is developed in Exercise 2.7.6, as a group of
transformations of G itself.

Everything in this example works in exactly the same way when R
is replaced by C. Moreover, when n D 2, there is a natural realization
of GL.n;C/=Z as “fractional linear transformations” of C. For this, see
Exercise 2.7.5.

Proposition 2.7.12. (Correspondence Theorem) Let ' W G �! G be a
homomorphism of G onto G, and let N denote the kernel of '.

(a) The map B 7! '�1.B/ is a bijection between subgroups of G
and subgroups of G containing N .

(b) Under this bijection, normal subgroups of G correspond to nor-
mal subgroups of G.

Proof. For each subgroup B of G, '�1.B/ is a subgroup of G by Propo-
sition 2.4.12, and furthermore '�1.B/ � '�1feg D N .
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To prove (a), we show that the map A 7! '.A/ is the inverse of the
map B 7! '�1.B/. If B is a subgroup of G, then '.'�1.B// is a sub-
group of G, that a priori is contained in B . But since ' is surjective,
B D '.'�1.B//.

For a subgroup A of G containing N , '�1.'.A// is a subgroup of G
which a priori contains A. If x is in that subgroup, then there is an a 2 A

such that '.x/ D '.a/. This is equivalent to a�1x 2 ker.'/ D N . Hence,
x 2 aN � aA D A. This shows that '�1.'.A// D A, which completes
the proof of part (a).

Let B D '�1.B/. For part (b), we have to show that B is normal in G
if, and only if, B is normal in G.

Suppose B is normal in G. Let g 2 G and x 2 B . Then

'.gxg�1/ D '.g/'.x/'.g/�1 2 B;

because '.x/ 2 B , and B is normal in G. But this means that gxg�1 2

'�1.B/ D B , and thus B is normal in G.
Conversely, suppose B is normal in G. For Ng 2 G and Nx 2 B , there

exist g 2 G and x 2 B such that '.g/ D Ng and '.x/ D Nx. Therefore,

Ng Nx Ng�1
D '.gxg�1/:

But gxg�1 2 B , by normality of B , so Ng Nx Ng�1 2 '.B/ D B . Therefore,
B is normal in G. n

Proposition 2.7.13. Let ' W G �! G be a surjective homomorphism with
kernel N . Let K be a normal subgroup of G and let K D '�1.K/. Then
G=K Š G=K. Equivalently, G=K Š .G=N/=.K=N/.

Proof. Write  for the quotient homomorphism  W G �! G=K. Then
 ı ' W G �! G=K is a surjective homomorphism, because it is a com-
position of surjective homomorphisms. The kernel of  ı ' is the set of
x 2 G such that '.x/ 2 ker. / D K; that is, ker. ı'/ D '�1.K/ D K.
According to the homomorphism theorem, Theorem 2.7.6,

G=K Š G= ker. ı '/ D G=K:

More explicitly, the isomorphism G=K �! G=K is

xK 7!  ı '.x/ D '.x/K:

Using the homomorphism theorem again, we can identityG withG=N .
This identification carries K to the image of K in G=N , namely K=N .
Therefore,

.G=N/=.K=N/ Š G=K Š G=K:

n
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The following is a very useful generalization of the homomorphism
theorem. We call it the Factorization Theorem, because it gives a condition
for a homomorphism ' W G ! G to “factor through” a quotient map
� W G ! G=N , that is to be written as a composition ' D Q' ı � .

Proposition 2.7.14. (Factorization Theorem) Let ' W G ! G be a surjec-
tive homomorphism of groups with kernel K. Let N � K be a subgroup
that is normal in G, and let � W G ! G=N denote the quotient map. Then
there is a surjective homomorphism Q' W G=N ! G such that Q' ı � D '.
(See the following diagram.) The kernel of Q' is K=N � G=N .

G
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq G

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

Q'

G=N

Proof. Let us remark that the conclusion follows from Proposition 2.7.13
and the homomorphism theorem. The map Q' is

G=N �! .G=N/=.K=N/ Š G=K Š G:

However, it is more transparent to prove the result from scratch, following
the model of the homomorphism theorem.

As in the proof of the homomorphism theorem, there is only one way
to define Q' consistent with the requirement that Q' ı � D ', namely
Q'.aN/ D '.a/. It is necessary to check that this is well defined and a
homomorphism. But if aN D bN , then b�1a 2 N � K D ker.'/, so
'.b�1a/ D e, or '.a/ D '.b/. This shows that the map Q' is well defined.
The homomorphism property follows as in the proof of the homomorphism
theorem. n

Corollary 2.7.15. Let N � K � G be subgroups with both N and K
normal in G. Then xN 7! xK defines a homomorphism of G=N onto
G=K with kernel K=N .
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Proof. The statement is the special case of the Proposition withG D G=K

and ' W G ! G=K the quotient map. Notice that applying the homomor-
phism theorem again gives us the isomorphism

.G=N/=.K=N/ Š G=K:

n

Example 2.7.16. What are all the subgroups of Zn? Since Zn D Z=nZ,
the subgroups of Zn correspond one to one with subgroups of Z containing
the kernel of the quotient map ' W Z ! Z=nZ, namely nZ. But the
subgroups of Z are cyclic and of the form kZ for some k 2 Z. So when
does kZ contain nZ? Precisely when n 2 kZ, or when k divides n. Thus
the subgroups of Zn correspond one to one with positive integer divisors
of n. The image of kZ in Zn is cyclic with generator Œk� and with order
n=k.

Example 2.7.17. When is there a surjective homomorphism from one
cyclic group Zk to another cyclic group Z`?

Suppose first that  W Zk ! Z` is a surjective homomorphism such
that  Œ1� D Œ1�. Let 'k and '` be the natural quotient maps of Z onto Zk
and Z` respectively. We have maps

Z
'k

�!Zk
 

�!Z`;

and  ı 'k is a surjective homomorphism of Z onto Z` such that  ı

'k.1/ D Œ1�; therefore,  ı'k D '`. But then the kernel of 'k is contained
in the kernel of '`, which is to say that every integer multiple of k is
divisible by `. In particular, k is divisible by `.

The assumption that  Œ1� D Œ1� is not essential and can be eliminated
as follows: Suppose that  W Zk ! Z` is a surjective homomorphism
with  .Œ1�/ D Œa�. The cyclic subgroup group generated by Œa� is all of
Z`, and in particular Œa� has order `. Thus there is a surjective homomor-
phism Z ! Z` defined by n 7! Œna�, with kernel `Z. It follows from the
homomorphism theorem that there is an isomorphism � W Z` ! Z` such
that �.Œ1�/ D Œa�. But then ��1 ı  W Zk ! Z` is a surjective homo-
morphism such that ��1 ı  .Œ1�/ D ��1.Œa�/ D Œ1�. It follows that k is
divisible by `.

Conversely, if k is divisible by `, then kZ � `Z � Z. Since Z is
abelian, all subgroups are normal, and by the corollary, there is a surjective
homomorphism Zk ! Z` such that Œ1� 7! Œ1�.

We conclude that there is a surjective homomorphism from Zk to Zl
if, and only if, ` divides k.
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Proposition 2.7.18. (Diamond Isomorphism Theorem) Let ' W G �! G

be a surjective homomorphism with kernel N . Let A be a subgroup of G.
Then

(a) '�1.'.A// D AN D fan W a 2 A and n 2 N g,
(b) AN is a subgroup of G containing N .
(c) AN=N Š '.A/ Š A=.A \N/.

We call this the diamond isomorphism theorem because of the follow-
ing diagram of subgroups:

AN

�
�

� @
@

@
A N

@
@

@ �
�

�

A \N

Proof. Let x 2 G. Then

x 2 '�1.'.A// , there exists a 2 A such that '.x/ D '.a/

, there exists a 2 A such that x 2 aN

, x 2 AN:

Thus, AN D '�1.'.A//, which, by Proposition 2.7.12, is a subgroup
of G containing N . Now applying Theorem 2.7.6 to the restriction of '
to AN gives the isomorphism AN=N Š '.AN/ D '.A/. On the other
hand, applying the theorem to the restriction of ' to A gives A=.A\N/ Š

'.A/. n

Example 2.7.19. Let G be the symmetry group of the square, which is
generated by elements r and j satisfying r4 D e D j 2 and jrj D r�1.
Let N be the subgroup fe; r2g; then N is normal because jr2j D r�2 D

r2. What is G=N ? The group G=N has order 4 and is generated by two
commuting elements rN and jN each of order 2. (Note that rN and jN
commute because rN D r�1N , and jr�1 D rj , so jrN D jr�1N D

rjN .) Hence, G=N is isomorphic to the group V of symmetries of the
rectangle. Let A D fe; j g. Then AN is a four–element subgroup of G
(also isomorphic to V ) and AN=N D fN; jN g Š Z2. On the other hand,
A \N D feg, so A=.A \N/ Š A Š Z2.
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Example 2.7.20. Let G D GL.n;C/, the group of n-by-n invertible com-
plex matrices. Let Z be the subgroup of invertible scalar matrices. G=Z
is the complex projective linear group; refer back to Example 2.7.11. Let
A D SL.n;C/. Then AZ D G. In fact, for any invertible matrix X ,
let � be a complex nth root of det.X/. then we have X D �X 0, where
X 0 D ��1X 2 A. On the other hand, A \ Z is the group of invert-
ible scalar matrices with determinant 1; such a matrix must have the form
�E where � is an nth root of unity in C. We have G=Z D AZ=Z D

A=.A \Z/ D A=f�E W � is an nth root of unityg.
The same holds with C replaced by R, as long as n is odd. (We need

n to be odd in order to be sure of the existence of an nth root of unity in
R.) If n is odd, then GL.n;R/ D SL.n;R/Z. But if n is odd, the only nth

root of unity in R is 1, so SL.n;R/ \ Z D fEg. We see that for n odd,
the projective linear group GL.n;R/=Z is isomorphic to SL.n;R/=fEg D

SL.n;R/.

Exercises 2.7

2.7.1. Let ' W G �! G be a surjective homomorphism with kernelN . Let
� W G �! G=N be the quotient homomorphism. Show that for x; y 2 G,
x �' y , x �� y , x �N y. Conclude that the map Q' W G=N �! G

defined by Q'.aN/ D '.a/ is well defined and bijective.

2.7.2. Here is a different approach to the definition of the product onG=N ,
where N is a normal subgroup of G.

(a) Define the product of arbitrary subsets A and B of G to be

fab W a 2 A and b 2 Bg:

Verify that this gives an associative product on subsets.
(b) Take A D aN and B D bN . Verify that the product AB in the

sense of part (a) is equal to abN . Your verification will use that
N is a normal subgroup of G.

(c) Observe that it follows from parts (a) and (b) that .aN /.bN / D

abN is a well–defined, associative product on G=N .

2.7.3. Consider the affine group Aff.n/ consisting of transformations of
Rn of the form TA;b.x/ D Ax C b (A 2 GL.n;R/ and b 2 Rn).

(a) Show that the inverse of TA;b is TA�1;�A�1b.
(b) Show that TA;bTE;cT �1

A;b
D TE;Ac : Conclude that N D fTE;b W

b 2 Rng is a normal subgroup of Aff.n/.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 145 — #157 i
i

i
i

i
i

2.7. QUOTIENT GROUPS AND HOMOMORPHISM THEOREMS 145

2.7.4. Suppose G is a finite group. Let N be a normal subgroup of G and
A an arbitrary subgroup. Verify that

jAN j D
jAj jN j

jA \N j
:

2.7.5. Consider the set of fractional linear transformations of the complex
plane with 1 adjoined, C [ f1g,

Ta;bIc;d .z/ D
az C b

cz C d

where
�
a b

c d

�
is an invertible 2-by-2 complex matrix. Show that this is a

group of transformations and is isomorphic to GL.2;C/=Z.GL.2;C//:

2.7.6. Recall that an automorphism of a group G is a group isomorphism
from G to G. Denote the set of all automorphisms of G by Aut.G/.

(a) Show that Aut.G/ of G is also a group.
(b) Recall that for each g 2 G, the map cg W G �! G defined by

cg.x/ D gxg�1 is an element of Aut.G/. Show that the map
c W g 7! cg is a homomorphism from G to Aut.G/.

(c) Show that the kernel of the map c is Z.G/.
(d) In general, the map c is not surjective. The image of c is called

the group of inner automorphisms and denoted Int.G/. Conclude
that Int.G/ Š G=Z.G/.

2.7.7. Let D4 denote the group of symmetries of the square, and N the
subgroup of rotations. Observe that N is normal and check that D4=N is
isomorphic to the cyclic group of order 2.

2.7.8. Find out whether every automorphism of S3 is inner. Note that any
automorphism ' must permute the set of elements of order 2, and an auto-
morphism ' is completely determined by what it does to order 2 elements,
since all elements are products of 2–cycles. Hence, there can be at most as
many automorphisms of S3 as there are permutations of the three–element
set of 2–cycles, namely 6; that is, jAut.S3/j � 6. According to Exercises
2.5.13 and 2.7.6, how large is Int.S3/? What do you conclude?

2.7.9. Let G be a group and let C be the subgroup generated by all ele-
ments of the form xyx�1y�1 with x; y 2 G. C is called the commutator
subgroup ofG. Show thatC is a normal subgroup and thatG=C is abelian.
Show that if H is a normal subgroup of G such that G=H is abelian, then
H � C .

2.7.10. Show that any quotient of an abelian group is abelian.
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2.7.11. Prove that if G=Z.G/ is cyclic, then G is abelian.

2.7.12. Suppose G=Z.G/ is abelian. Must G be abelian?
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CHAPTER 3

Products of Groups

3.1. Direct Products
Whenever we have a normal subgroup N of a group G, the group G is in
some sense built up fromN and the quotient groupG=N , both of which are
in general smaller and simpler than G itself. So a route to understanding
G is to understand N and G=N , and finally to understand the way the two
interact.

The simplest way in which a group can be built up from two groups is
without any interaction between the two; the resulting group is called the
direct product of the two groups.

As a set, the direct product of two groups A and B is the Cartesian
product A � B . We define a multiplication on A � B by declaring the
product .a; b/.a0; b0/ to be .aa0; bb0/. That is, the multiplication is per-
formed coordinate by coordinate. It is straightforward to check that this
product makes A � B a group, with e D .eA; eB/ serving as the identity
element, and .a�1; b�1/ the inverse of .a; b/. You are asked to check this
in Exercise 3.1.1.

Definition 3.1.1. A � B , with this group structure, is called the direct
product of A and B .

Example 3.1.2. Suppose we have two sets of objects, of different types,
say five apples on one table and four bananas on another table. Let A
denote the group of permutations of the apples, A Š S5, and let B denote
the group of permutations of the bananas, B Š S4. The symmetries of the
entire configuration of fruit consist of permutations of the apples among
themselves and of the bananas among themselves. That is, a symmetry is a
pair of permutations .�; �/, where � 2 A and � 2 B . Two such symmetries
are composed by separately composing the symmetries of apples and the

147
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symmetries of bananas: .� 0; � 0/.�; �/ D .� 0�; � 0�/. Thus the symmetry
group is the direct product A � B Š S5 � S4.

Example 3.1.3. Let a and b be relatively prime natural numbers, each
greater than or equal to 2. We showed in the proof of the Chinese remain-
der theorem near the end of Section 1.11 that the map Œx�ab 7! .Œx�a; Œx�b/

from Zab to Za � Zb is well defined and bijective. It is straightforward to
check that this is an isomorphism of groups. Thus

Zab Š Za � Zb:

Example 3.1.4. Let a and b be relatively prime natural numbers, each
greater than or equal to 2. The bijective map  W Œx�ab 7! .Œx�a; Œx�b/

from Zab to Za ˚ Zb is in fact a ring isomorphism; this is easy to check,
and was given as Exercise 1.11.10. It follows that  maps the set ˚.ab/
of elements with multiplicative inverse in Zab bijectively onto the set el-
ements with multiplicative inverse in Za ˚ Zb . Since  respects mul-
tiplication, in particular it respects multiplication of invertible elements,
 .Œx�abŒy�ab/ D  .Œx�ab/ .Œy�ab/. But the set of invertible elements in
Za ˚ Zb , consists of pairs .Œx�a; Œz�b/ with Œx�a invertible in Za and Œz�b
invertible in Zb . That is, the set of elements with multiplicative inverse in
Za ˚ Zb is ˚.a/ � ˚.b/. Therefore, the restriction of  to ˚.ab/ is a
group isomorphism from ˚.ab/ onto ˚.a/ � ˚.b/. We have shown the
result: If a and b are relatively prime then

˚.ab/ Š ˚.a/ � ˚.b/:

In particular, the cardinalities of ˚.ab/ and of ˚.a/ � ˚.b/ agree, so we
recover the result:

'.ab/ D '.a/'.b/;

when a and b are relatively prime.

The direct product contains a copy of A and a copy of B . Namely,
A � feBg is a subgroup isomorphic to A, and feAg � B is a subgroup
isomorphic to B . Both of these subgroups are normal in A � B . Elements
of the two subgroups commute:

.a; eB/.eA; b/ D .eA; b/.a; eB/ D .a; b/:

The two subgroups have trivial intersection

.A � feBg/ \ .feAg � B/ D f.eA; eB/g;

and together they generate A�B , namely .A�feBg/.feAg�B/ D A�B .
It is useful to be able to recognize when a group is isomorphic to a

direct product of groups:
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Proposition 3.1.5.
(a) Suppose M and N are normal subgroups of G, and M \ N D

feg. Then for all m 2 M and n 2 N , mn D nm.
(b) MN D fmn W m 2 M and n 2 N g is a subgroup and .m; n/ 7!

mn is an isomorphism of M �N onto MN .
(c) If MN D G, then G Š M �N .

Proof. We have mn D nm , mnm�1n�1 D e. Observe that

mnm�1n�1
D .mnm�1/n 2 N;

since N is normal. Likewise,

mnm�1n�1
D m.nm�1n�1/ 2 M;

since M is normal. Since the intersection of M and N is trivial, it follows
that mnm�1n�1 D e.

It is now easy to check thatMN is a subgroup, and that .m; n/ 7! mn

is a homomorphism ofM �N ontoMN . The homomorphism is injective,
because if mn D e, then m D n�1 2 M \N D feg.

Assertion (c) is evident. n

Notation 3.1.6. When G has subgroups N and M such that
N \ M D feg and NM D G, we will write G D N � M to convey
that G Š N �M and N and M are subgroups of G. See Remark 3.1.9.

Example 3.1.7. Let’s look at Example 3.1.3 again “from the inside” of
Zab . The subgroup hŒa�i of Zab generated by Œa� has order b and the
subgroup hŒb�i has order a. These two subgroups have trivial intersec-
tion because the order of the intersection must divide the orders of both
subgroups, and the orders of the subgroups are relatively prime. The two
subgroups are normal since Zab is abelian. Therefore, the subgroup of
Zab generated by hŒa�i and hŒb�i is isomorphic to hŒb�i � hŒa�i Š Za� Zb .
Since the order of both Zab and Za � Zb is ab, it follows that Zab D

hŒb�i � hŒa�i Š Za �Zb .

Example 3.1.8. Let G be the group of symmetries of the rectangle. Let r
be the rotation of order 2 about the axis through the centroid of the faces,
and let j be the rotation of order 2 about an axis passing through the centers
of two opposite edges. Set R D fe; rg and J D fe; j g. Then R and J
are normal (since G is abelian), R \ J D feg, and RJ D G. Hence
G D R � J Š Z2 � Z2.
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Remark 3.1.9. Some authors distinguish between external direct
products and internal direct products. For groups A and B , the group
constructed previously from the Cartesian product of A and B is the exter-
nal direct product. On the other hand, if a group G has normal subgroups
N andM such that N \M D feg and NM D G, so that G is isomorphic
to the direct product N �M , G is said to be the internal direct product of
N and M . The distinction is more psychological than mathematical.

When the groups involved are abelian and written with additive no-
tation, it is common to use the terminology direct sum instead of direct
product and use the notation A ˚ B instead of A � B . In this book, we
shall, in general, use the terminology of direct sums and the notation ˚ for
abelian groups with additional structure (for example, rings, vector spaces,
and modules) but we shall stay with the terminology of direct products and
with the notation � when speaking of abelian groups as groups.

We can define the direct product of any finite number of groups in the
same way as we define the direct product of two groups. As a set, the direct
product of groups A1, A2; : : : ; An is the Cartesian product A1�A2�� � ��

An. The multiplication on A1 � A2 � � � � � An is defined coordinate–by–
coordinate:

.x1; x2; : : : xn/.y1; y2; : : : ; yn/ D .x1y1; x2y2; : : : ; xnyn/

for xi ; yi 2 Ai . It is again straightforward to check that this makes the
Cartesian product into a group. You are asked to verify this in Exercise
3.1.4.

Definition 3.1.10. A1�A2� � � � �An, with the coordinate–by–coordinate
multiplication, is called the direct product of A1, A2; : : : ; An.

The direct product P D A1 � A2 � � � � � An contains a copy of each
Ai . In fact, for each i , QAi D feg � : : : feg �Ai � feg � : : : feg is a normal
subgroup of P , and Ai Š QAi . (We are writing e for the identity in each of
the Ai ’s as well as in P .)

For each QAi there is a “complementary” subgroup QA0
i of P ,

QA0
i D A1 � � � �Ai�1 � feg � AiC1 � � � � � An:

QA0
i is also normal, QAi \ QA0

i D feg, and QAi QA0
i D P . Thus P is the (internal)

direct product of QAi and QA0
i .

It follows that xy D yx if x 2 QAi and y 2 QA0
i . We can also check this

directly.
Note that if i ¤ j , then QAj � QA0

i . Consequently, QAi \ QAj D feg and
xy D yx if x 2 QAi and y 2 QAj . Again, we can check these assertions
directly.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 151 — #163 i
i

i
i

i
i

3.1. DIRECT PRODUCTS 151

Since the QAi are mutually commuting subgroups, the subgroup gener-
ated by any collection of them is their product:

h QAi1 ;
QAi2 : : : : ;

QAis i D QAi1
QAi2 � � � QAis :

In fact, the product is

f.x1; x2; : : : ; xn/ 2 P W xj D e if j 62 fi1; : : : ; isgg:

In particular, QA1 QA2 � � � QAn D P .

Example 3.1.11. Suppose the local animal shelter houses several collec-
tions of animals of different types: four African aardvarks, five Brazilian
bears, seven Canadian canaries, three Dalmatian dogs, and two Ethiopian
elephants, each collection in a different room of the shelter.

Let A denote the group of permutations of the aardvarks, A Š S4.1

Likewise, let B denote the group of permutations of the bears, B Š S5; let
C denote the group of permutations of the canaries, C Š S7; letD denote
the group of permutations of the dogs, D Š S4; and finally, let E denote
the group of permutations of the elephants, E Š S2 Š Z2. The symmetry
group of the entire zoo is P D A � B � C �D �E.

In this situation, it is slightly artificial to distinguish between A and QA!
The group of permutations of aardvarks, forgetting that any other animals
exist, is A. On the other hand, QA D A � feg � feg � feg is the group of
those permutations of the entire zoo that leave the bears, canaries, dogs,
and elephants in place and permute only aardvarks.

The subgroup QA0 of P “complementary” to QA is the group of permuta-
tions of the shelter population that leave the aardvarks in place and permute
only bears, canaries, dogs, and elephants. The product QA QC is the group of
permutations of the zoo that leave bears, dogs, and elephants in place and
permute only aardvarks and canaries.

Example 3.1.12. Z30 Š Z5 � Z3 � Z2 as groups. This can be obtained
using Example 3.1.3 repeatedly, Z30 Š Z5 � Z6 Š Z5 � Z3 � Z2. In
general, if n D p

˛1

1 � � �p
˛k

k
is the prime decomposition of n, then

Zn Š Z
p

˛1
1

� � � � Z
p

˛k
k

as groups. This follows from Example 3.1.3 and induction on k.

The following proposition gives conditions for a group to be isomor-
phic to a direct product of several groups:

1The aardvarks are kept in separate cages in the aardvark room, and after the aardvark
exercise period, they may be mixed up when they are returned to their cages, since the
shelter staff can’t tell one aardvark from another.
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Proposition 3.1.13. Suppose N1, N2; : : : ; Nr are normal subgroups of a
group G such that for all i ,

Ni \ .N1 : : : Ni�1NiC1 : : : Nr/ D feg:

ThenN1N2 : : : Nr is a subgroup ofG and .n1; n2; : : : ; nr/ 7! n1n2 : : : nr
is an isomorphism of P D N1 � N2 � � � � � Nr onto N1N2 : : : Nr . In
particular, if N1N2 : : : Nr D G, then G Š N1 �N2 � � � � �Nr .

Proof. Because Ni \ Nj D feg for i ¤ j , it follows from Proposition
3.1.5 that xy D yx for x 2 Ni and y 2 Nj . Using this, it is straight-
forward to show that the map .n1; n2; : : : ; nr/ 7! n1n2 : : : nr is a homo-
morphism of P onto N1N2 : : : Nr . It remains to check that the map is
injective. If .n1; n2; : : : ; nr/ is in the kernel, then n1n2 : : : nr D e, so for
each i , we have

ni D .n�1
i�1 � � �n�1

2 n�1
1 /.n�1

r � � �n�1
iC1/ D n�1

1 � � �n�1
i�1n

�1
iC1 � � �n�1

r

2 Ni \ .N1 : : : Ni�1NiC1 : : : Nr/ D feg:

Thus ni D e for all i . n

Corollary 3.1.14. Let N1; N2; : : : ; Nr be normal subgroups of a group
G such that N1N2 � � �Nr D G. Then G is the internal direct product of
N1; N2; : : : ; Nr if, and only if, whenever xi 2 Ni for 1 � i � r and
x1x2 � � � xr D e, then x1 D x2 D � � � D xr D e.

Proof. The condition is equivalent to

Ni \ .N1 : : : Ni�1NiC1 : : : Nr/ D feg

for all i (Exercise 3.1.19). n

Corollary 3.1.15. Let G be an abelian group, with group operation C.
Suppose N1; N2; : : : ; Nr are subgroups with N1 C N2 C � � � C Nr D G.
Then G is the internal direct product of N1; N2; : : : ; Nr if, and only if,
whenever xi 2 Ni for 1 � i � r and

P
i xi D 0, then x1 D x2 D � � � D

xr D 0.

Remark 3.1.16. Caution: When r > 2, it does not suffice thatNi \Nj D

feg for i ¤ j and N1N2 : : : Nr D G in order for G to be isomorphic to
N1 � N2 � � � � � Nr . For example, take G to be Z2 � Z2. G has three
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normal subgroups of order 2; the intersection of any two is feg and the
product of any two is G. G is not isomorphic to the direct product of the
three normal subgroups (i.e., G is not isomorphic to Z2 � Z2 � Z2.)

Exercises 3.1

3.1.1. Show that A � B is a group with identity .eA; eB/ and with the
inverse of an element .a; b/ equal to .a�1; b�1/.

3.1.2. Verify that the two subgroups A� feBg and feag �B are normal in
A � B , and that the two subgroups have trivial intersection.

3.1.3. Verify that �1 W .a; b/ 7! a is a surjective homomorphism of A�B

onto A with kernel feAg � B . Likewise, �2 W .a; b/ 7! b is a surjective
homomorphism of A � B onto B with kernel A � feBg. Conclude that
.A � B/=.A � feBg/ Š B .

3.1.4. Verify that the coordinate–by–coordinate multiplication on the Carte-
sian product P D A1 � � � � � An of groups makes P into a group.

3.1.5. Verify that the QAi D feg � : : : feg � Ai � feg � : : : feg is a normal
subgroup of P D A1 � � � � � An, and Ai Š QAi .

3.1.6. Verify that
QA0
i D A1 � � � �Ai�1 � feg � AiC1 � � � � � An

is a normal subgroup of P D A1 � � � � � An, that QAi \ QA0
i D feg, and

QAi QA0
i D P .

3.1.7. Consider a direct product of groups P D A1 � � � � � An. For each
i , define �i W P ! Ai by �i W .a1; a2; : : : ; an/ 7! ai . Show that �i
surjective homomorphism of P onto Ai with kernel equal to QA0

i . Show
that

ker.�1/ \ � � � \ ker.�n/ D feg;

and, for all i , the restriction of �i to \j¤i ker.�j /maps this subgroup onto
Ai .

3.1.8. Show that the direct product has an associativity property:

A � .B � C/ Š .A � B/ � C Š A � B � C:

3.1.9. Show that the direct product of groups A�B is abelian, if, and only
if both groups A and B are abelian.

3.1.10. Show that none of the following groups is a direct product of
groups A � B , with jAj; jBj > 1.

(a) S3.
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(b) D5 (the dihedral group of cardinality 10).
(c) D4 (the dihedral group of cardinality 8).

(Hint: Use the previous exercise.)

3.1.11. Show that C� D R�
C

� T . (Recall that C� denotes the set of
nonzero complex numbers, T the complex numbers of modulus equal to
1. R�

C
denotes the set of strictly positive real numbers.)

3.1.12. Show that GL.n;C/ Š C��SL.n;C/. (Compare Example 2.7.20,
where it is shown that GL.n;C/ D SL.n;C/Z, where Z denotes the
group of invertible multiples of the identity matrix.)

3.1.13. Show that Z8 is not isomorphic to Z4 � Z2. (Hint: What is the
maximum order of elements of each group?)

3.1.14. Show that Z4 � Z4 is not isomorphic to Z4 � Z2 � Z2. (Hint:
Count elements of order 4 in each group.)

3.1.15. Let K1 be a normal subgroup of a group G1, and K2 a normal
subgroup of a group G2. Show that K1 � K2 is a normal subgroup of
G1 �G2 and

.G1 �G2/=.K1 �K2/ Š G1=K1 �G2=K2:

3.1.16. Suppose G, A, and B are groups and  1 W G ! A and  2 W

G ! B are surjective homomorphisms. Suppose, moreover that ker. 1/\
ker. 2/ D feg.

(a) Show that  W G ! A�B , defined by  .g/ D . 1.g/;  2.g//,
is an injective homomorphism of G into A � B . Moreover, �i ı

 D  i for i D 1; 2, where �i are as in the previous exercise.
(b) We cannot expect  to be surjective in general, even though  1

and  2 are surjective. For example, take A D B , take G to be
the diagonal subgroup, G D f.a; a/ W a 2 Ag � A � A, and
define  i W G ! A by  i ..a; a// D a for i D 1; 2. Show that
 W G ! A � B is just the inclusion of G into A � B , which is
not surjective.

3.1.17. What sort of conditions on the maps  1,  2 in the previous ex-
ercise will ensure that  W G ! A � B is an isomorphism? Show that
a necessary and sufficient condition for  to be an isomorphism is that
there exist maps �1 W A ! G and �2 W B ! G satisfying the following
conditions:

(a)  1 ı �1.a/ D a, while  2 ı �1.a/ D eB for all a 2 A; and
(b)  2 ı �2.b/ D b, while  1 ı �2.b/ D eA for all b 2 B .

3.1.18.
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(a) Suppose G is a group and 'i W G �! Ai is a homomorphism
for i D 1; 2; : : : ; r . Suppose ker.'1/ \ : : : ker.'r/ D feg. Show
that ' W x 7! .'1.x/; : : : ; 'r.x// is an injective homomorphism
into A1 � � � � � Ar .

(b) Explore conditions for ' to be surjective.

3.1.19. Let N1; N2; : : : ; Nr be normal subgroups of a group G. Show that

Ni \ .N1 : : : Ni�1NiC1 : : : Nr/ D feg

for all i if, and only if, whenever xi 2 Ni for 1 � i � r and x1x2 � � � xr D

e, then x1 D x2 D � � � D xr D e.

3.2. Semidirect Products
We now consider a slightly more complicated way in which two groups
can be fit together to form a larger group.

Example 3.2.1. Consider the dihedral group Dn of order 2n, the rotation
group of the regular n-gon. Dn has a normal subgroup N of index 2 con-
sisting of rotations about the axis through the centroid of the faces of the
n-gon. N is cyclic of order n, generated by the rotation through an angle
of 2�=n. Dn also has a subgroup A of order 2, generated by a rotation j
through an angle � about an axis through the centers of opposite edges (if
n is even), or through a vertex and the opposite edge (if n is odd). We have
Dn D NA, N \A D feg, and A Š Dn=N , just as in a direct product. But
A is not normal, and the nonidentity element j of A does not commute
with N . Instead, we have a commutation relation jr D r�1j for r 2 N .

Example 3.2.2. Recall the affine or “AxCb” group Aff.n/ from Exercises
2.4.20 and 2.7.3 and Examples 2.7.5 and 2.7.9. It has a normal subgroup
N consisting of transformations Tb W x 7! x C b for b 2 Rn. And it
has the subgroup GL.n;R/, which is not normal. We have NGL.n;R/ D

Aff.n/,N\GL.n;R/ D fEg, and Aff.n/=N Š GL.n;R/. GL.n;R/ does
not commute with N ; instead, we have the commutation relation ATb D

TAbA for A 2 GL.n;R/ and b 2 Rn.

Both of the last examples are instances of the following situation: A
group G has a normal subgroup N and another subgroup A, which is not
normal. We haveG D NA D AN ,A\N D feg, andA Š G=N . SinceN
is normal, for each a 2 A, the inner automorphism ca of G restricts to an
automorphism of N , and we have the commutation relation an D ca.n/a

for a 2 A and n 2 N . (Recall that the inner automorphism ca is defined
by ca.x/ D axa�1.)
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Now, if we have groups N and A, and we have a homomorphism
˛ W a 7! ˛a from A into the automorphism group Aut.N / of N , we can
build from these data a new group N Į̀ A, called the semidirect product
of A and N . The semidirect product N Į̀ A has the following features: It
contains (isomorphic copies of) A and N as subgroups, with N normal;
the intersection of these subgroups is the identity, and the product of these
subgroups is N Į̀ A; and we have the commutation relation an D ˛a.n/a

for a 2 A and n 2 N .
The construction is straightforward. As a set,N Į̀A isN �A, but now

the product is defined by .n; a/.n0; a0/ D .n˛a.n
0/; aa0/.

Proposition 3.2.3. LetN and A be groups, and ˛ W A ! Aut.N / a homo-
morphism of A into the automorphism group of N . The Cartesian product
N �A is a group under the multiplication .n; a/.n0; a0/ D .n˛a.n

0/; aa0/.
This group is denoted N Į̀ A. QN D f.n; e/ W n 2 N g and QA D f.e; a/ W

a 2 Ag are subgroups of N Į̀ A, with QN Š N and QA Š A, and QN is

normal in N Į̀ A. We have .e; a/.n; e/ D .˛a.n/; e/.e; a/ D .˛a.n/; a/

for all n 2 N and a 2 A.

Proof. We first have to check the associativity of the product on N Į̀ A.

Let .n; a/, .n0; a0/, and .n00; a00/ be elements of N Į̀ A. We compute

..n; a/.n0; a0//.n00; a00/ D .n˛a.n
0/; aa0/.n00; a00/

D .n˛a.n
0/˛aa0.n00/; aa0a00/:

On the other hand,

.n; a/..n0; a0/.n00; a00// D .n; a/.n0˛a0.n00/; a0a00/

D .n˛a.n
0˛a0.n00//; aa0a00/:

We have

n˛a.n
0˛a0.n00// D n˛a.n

0/˛a.˛a0.n00// D n˛a.n
0/˛aa0.n00/;

where the first equality uses that ˛a is an automorphism of N , and the
second uses that ˛ is a homomorphism of A into Aut.N /. This proves
associativity of the product.

It is easy to check that .e; e/ serves as the identity of N Į̀ A.

Finally, we have to find the inverse of an element of N Į̀A. If .n0; a0/

is to be the inverse of .n; a/, we must have aa0 D e and n˛a.n0/ D e.
Thus a0 D a�1 and n0 D ˛�1

a .n�1/ D ˛a�1.n�1/. Thus our candidate
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for .n; a/�1 is .˛a�1.n�1/; a�1/. Now we have to check this candidate by
multiplying by .n; a/ on either side. This is left as an exercise. n

Remark 3.2.4. The direct product is a special case of the semidirect prod-
uct, with the homomorphism ˛ trivial, ˛.a/ D idN for all a 2 A.

Corollary 3.2.5. Suppose G is a group, N and A are subgroups with N
normal, G D NA D AN , and A \ N D feg. Then there is a homo-
morphism ˛ W A ! Aut.N / such that G is isomorphic to the semidirect
product N Į̀ A.

Proof. We have a homomorphism ˛ fromA into Aut.N / given by ˛.a/.n/ D

ana�1. Since G D NA and N \ A D feg, every element
g 2 G can be written in exactly one way as a product g D na, with
n 2 N and a 2 A. Furthermore, .n1a1/.n2a2/ D Œn1.a1n2a

�1
1 /�Œa1a2�

D Œn1˛.a1/.n2/�Œa1a2�. Therefore, the map .n; a/ 7! na is an isomor-
phism from N Į̀ A to G. n

Example 3.2.6. Z7 has an automorphism ' of order 3, '.Œx�/ D Œ2x�; this
gives a homomorphism ˛ W Z3 ! Aut.Z7/, defined by ˛.Œk�/ D 'k . The
semidirect product Z7 Į̀ Z3 is a nonabelian group of order 21. This group

is generated by two elements a and b satisfying the relations a7 D b3 D e,
and bab�1 D a2.

Exercises 3.2

3.2.1. Complete the proof that N Į̀A (as defined in the text) is a group by

verifying that .˛a�1.n�1/; a�1/ is the inverse of .n; a/.

3.2.2. Show that j W Œx� 7! Œ�x� defines an order 2 automorphism Zn.
Conclude that ˛ W Œ1�2 7! j determines a homomorphism of Z2 into
Aut.Zn/. Prove that Zn Į̀ Z2 is isomorphic to Dn .

3.2.3. Show that the affine group Aff.n/ is isomorphic to a semidirect
product of GL.n;R/ and the additive group Rn.

3.2.4. Show that the permutation group Sn is a semidirect product of Z2
and the group of even permutations An.
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3.2.5. Consider the set G of n-by-n matrices with entries in f0;˙1g that
have exactly one nonzero entry in each row and column. These are called
signed permutation matrices. Show that G is a group, and that G is a
semidirect product of Sn and the group of diagonal matrices with entries
in f˙1g. Sn acts on the group of diagonal matrices by permutation of the
diagonal entries.

One final example shows that direct products and semidirect products
do not exhaust the ways in which a normal subgroup N and the quotient
group G=N can be fit together to form a group G:

3.2.6. Z4 has a subgroup isomorphic to Z2, namely the subgroup gener-
ated by Œ2�. The quotient Z4=Z2 is also isomorphic to Z2. Nevertheless,
Z4 is not a direct or semidirect product of two copies of Z2.

3.3. Vector Spaces
You can use your experience with group theory to gain a new appreciation
of linear algebra. In this section K denotes one of the fields Q, R;C, or
Zp, or any other favorite field of yours.

Definition 3.3.1. A vector space V over a field K is a abelian group with
a product K � V ! V , .˛; v/ 7! ˛v satisfying the following conditions:

(a) 1v D v for all v 2 V .
(b) .˛ˇ/v D ˛.ˇv/ for all ˛; ˇ 2 K, v 2 V .
(c) ˛.v C w/ D ˛v C ˛w for all ˛ 2 K and v;w 2 V .
(d) .˛ C ˇ/v D ˛v C ˇv for all ˛; ˇ 2 K and v 2 V .

Compare this definition with that contained in your linear algebra text;
notice that we were able to state the definition more concisely by referring
to the notion of an abelian group.

A vector space overK is also called aK–vector space. A vector space
over R is also called a real vector space and a vector space over C a com-
plex vector space.

Example 3.3.2.
(a) Kn is a vector space over K, and any vector subspace of Kn is a

vector space over K.
(b) The set of K–valued functions on a set X is a vector space over

K, with pointwise addition of functions and the usual multipli-
cation of functions by scalars.
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(c) The set of continuous real–valued functions on Œ0; 1� (or, in fact,
on any other metric or topological space) is a vector space over R
with pointwise addition of functions and the usual multiplication
of functions by scalars.

(d) The set of polynomials KŒx� is a vector space over K, as is the
set of polynomials of degree � n, for any natural number n.

Let’s make a few elementary deductions from the vector space axioms:
Note that the distributive law ˛.v C w/ D ˛v C ˛w says that the map
L˛ W v 7! ˛v is a group homomorphism of .V;C/ to itself. It follows
that L˛.0/ D 0 and L˛.�v/ D �L˛.v/ for any v 2 V . This translates to
˛ 0 D 0 and ˛.�v/ D �.˛v/.

Similarly, .˛C ˇ/v D ˛vC ˇv says that Rv W ˛ 7! ˛v is a group ho-
momorphism of .K;C/ to .V;C/. Consequently, 0 v D 0, and .�˛/v D

�.˛v/. In particular, .�1/v D �.1v/ D �v.

Lemma 3.3.3. Let V be a vector space over the fieldK. then for all ˛ 2 K

and v 2 V ,
(a) 0v D ˛0 D 0.
(b) ˛.�v/ D �.˛v/ D .�˛/v.
(c) .�1/v D �v.
(d) If ˛ ¤ 0 and v ¤ 0, then ˛v ¤ 0.

Proof. Parts (a) through (c) were proved above. For (d), suppose ˛ ¤ 0

but ˛v D 0. Then

0 D ˛�10 D ˛�1.˛v/ D .˛�1˛/v D 1v D v:

n

Definition 3.3.4. Let V and W be vector spaces over K. A map T W

V ! W is called a linear transformation or linear map if T .x C y/ D

T .x/ C T .y/ for all x; y 2 V and T .˛x/ D ˛T .x/ for all ˛ 2 K and
x 2 V . An endomorphism of a vector space V is a linear transformation
T W V ! V .

The kernel of linear transformation T W V ! W is fv 2 V W T .v/ D

0g. The range of T is T .V /.

Example 3.3.5.
(a) Fix a polynomial f .x/ 2 KŒx�. The map g.x/ 7! f .x/g.x/ is a

linear transformation from KŒx� into KŒx�.
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(b) The formal derivative
P
k ˛kx

k 7!
P
k k˛kx

k�1 is a linear
transformation from KŒx� into KŒx�.

(c) Let V denote the complex vector space of C–valued continuous
functions on the interval Œ0; 1�. The map f 7! f .1=2/ is a linear
transformation from V to C.

(d) Let V denote the complex vector space of C–valued continuous
functions on the interval Œ0; 1� and let g 2 V . The map f 7!R 1
0 f .t/g.t/ dt is a linear transformation from V to C.

Linear transformations are the homomorphisms in the theory of vector
spaces; in fact, a linear transformation T W V ! W between vector spaces
is a homomorphism of abelian groups that additionally satisfies T .˛v/ D

˛T .v/ for all ˛ 2 K and v 2 V . A linear isomorphism between vector
spaces is a bijective linear transformation between them.

Definition 3.3.6. A subspace of a vector space V is a (nonempty) subset
that is a vector space with the operations inherited from V .

As with groups, we have a criterion for a subset of a vector space to be
a subspace, in terms of closure under the vector space operations:

Proposition 3.3.7. For a nonempty subset of a vector space to be a sub-
space, it suffices that the subset be closed under addition and under scalar
multiplication.

Proof. Exercise 3.3.3. n

Again as with groups, the kernel of a vector space homomorphism
(linear transformation) is a subspace of the domain, and the range of a
vector space homomorphism is a subspace of the codomain.

Proposition 3.3.8. Let T W V ! W be a linear map between vector
spaces. Then the range of T is a subspace of W and the kernel of T is a
subspace of V .

Proof. Exercise 3.3.5. n

Quotients and homomorphism theorems
If V is a vector space over K and W is a subspace, then in particular

W is a subgroup of the abelian group V , so we can form the quotient
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group V=W , whose elements are cosets v C W of W in V . The additive
group operation in V=W is .x CW /C .y CW / D .x C y/CW . Now
attempt to define a multiplication by scalars on V=W in the obvious way:
˛.v CW / D .˛v CW /. We have to check that this this is well–defined.
But this follows from the closure ofW under scalar multiplication; namely,
if v CW D v0 CW and, then ˛v � ˛v0 D ˛.v � v0/ 2 ˛W � W . Thus
˛vCW D ˛v0CW , and the scalar multiplication on V=W is well-defined.

Theorem 3.3.9. If W is subspace of a vector space V over K, then V=W
has the structure of a vector space, and the quotient map � W v 7! v CW

is a surjective linear map from V to V=W with kernel equal to W .

Proof. We know that V=W has the structure of an abelian group, and that,
moreover, there is a well-defined product K � V=W �! V=W given by
˛.v CW / D ˛v CW . It is straighforward to check the remaining vector
space axioms. Let us indclude one verification for the sake of illustration.
For ˛ 2 K and v1; v2 2 V ,

˛..v1 CW /C .v2 CW // D ˛..v1 C v2/CW //

D ˛.v1 C v2/CW D .˛v1 C ˛v2/CW

D .˛v1 CW /C .˛v2 CW / D ˛.v1 CW /C ˛.v2 CW /

Finally, the quotient map � is already known to be a group homomorophism.
To check that it is linear, we only need to verify that �.˛v/ D ˛�.v/ for
v 2 V and ˛ 2 K. But this is immediate from the definition of the product,
˛v CW D ˛.v CW /. n

V=W is called the quotient vector space and v 7! vCW the quotient
map or quotient homomorphism. We have a homomorphism theorem for
vector spaces that is analogous to, and in fact follows from, the homomor-
phism theorem for groups.

Theorem 3.3.10. (Homomorphism theorem for vector spaces). Let T W

V �! V be a surjective linear map of vector spaces with kernel N . Let
� W V �! V=N be the quotient map. There is linear isomorphism QT W

V=N �! V satisfying QT ı � D T . (See the following diagram.)
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V
T qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq V

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

∼= QT

V=N

Proof. The homomorphism theorem for groups (Theorem 2.7.6) gives us
an isomorphism of abelian groups QT satisfying QT ı � D T . We have only
to verify that QT also respects multiplication by scalars. But this follows
at once from the definitions: QT .˛.x C N// D QT .˛x C N/ D T .˛x/ D

˛T .x/ D ˛ QT .x CN/. n

The next three propositions are analogues for vector spaces and linear
transformations of results that we have established for groups and group
homomorphisms in Section 2.7. Each is proved by adapting the proof from
the group situation. Some of the details are left to you.

Proposition 3.3.11. (Correspondence theorem for vector spaces) Let T W

V ! V be a surjective linear map, with kernel N . Then M 7! T �1.M/

is a bijection between subspaces of V and subspaces of V containing N .

Proof. According to Proposition 2.7.12, B 7! T �1.B/ is a bijection be-
tween the subgroups of V and the subgroups of V containing N . I leave
it as an exercise to verify that B is a vector subspace of V if, and only if,
T �1.B/ is a vector subspace of V ; see Exercise 3.3.6. n

Proposition 3.3.12. Let T W V ! V be a surjective linear transformation
with kernel N . Let M be a subspace of V and let M D T �1.M/. Then
x C M 7! T .x/ C M defines a linear isomorphism of V=M to V =M .
Equivalently,

.V=N/=.M=N/ Š V=M;

as vector spaces.

Proof. By Proposition 2.7.13, the map xCM 7! T .x/CM is a group iso-
morphism from V=M to V =M . But the map also respects multiplication
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by elements of K, as

˛.v CM/ D ˛v CM 7! T .˛v/CM

D ˛T .v/CM D ˛.T .v/CM/

We can identify V with V=N , by the homomorphism theorem for vector
spaces, and this identification carries the subspace M to the image of M
in V=N , namely M=N . Therefore

.V=N/=.M=N/ Š V =M Š V=M:

n

Proposition 3.3.13. (Factorization Theorem for Vector Spaces) Let V and
V be vector spaces over a field K, and let T W V �! V be a surjec-
tive linear map with kernel M . Let N � M be a vector subspace and
let � W V �! V=N denote the quotient map. The there is a surjective
homomorphism QT W V=N �! V such that QT ı � D T . (See the following
diagram.) The kernel of QT is M=N � V=N .

V
T qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq V

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

QT

V=N

Proof. By Proposition 2.7.14, QT W v CN 7! T .v/ defines a group homo-
morphism from V=N onto V with kernel M=N . We only have to check
that this map respects multiplication by elements of K. This follows from
the computation:

QT .˛.v CN// D QT .˛v CN/ D T .˛v/

D ˛T .v/ D ˛ QT .v CN/:

n
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Proposition 3.3.14. (Diamond Isomorphism Theorem for Vector Spaces)
Let A and N be subspaces of a vector space V . Let � denote the quotient
map � W V ! V=N . Then ��1.�.A// D A C N is a subspace of
V containing both A and N . Furthermore, .A C N/=N Š �.A/ Š

A=.A \N/.

Proof. Exercise 3.3.8. n

Bases and dimension

We now consider span, linear independence, bases and dimension for
abstract vector spaces.

Definition 3.3.15. A linear combination of a subset S of a vector space V
is any element of V of the form ˛1v1 C ˛2v2 C � � � C ˛svs , where for all
i , ˛i 2 K and vi 2 S . The span of S is the set of all linear combinations
of S. We denote the span of S by span.S/.

The span of the empty set is the set containing only the zero vector
f0g.

Definition 3.3.16. A subset S of vector space V is linearly independent if

for all natural numbers s, for all ˛ D

264˛1:::
˛s

375 2 Ks , and for all sequences

.v1; : : : vs/ of distinct vectors in S , if ˛1v1C˛2v2C � � � C˛svs D 0, then
˛ D 0. Otherwise, S is linearly dependent.

Note that a linear independent set cannot contain the zero vector. The
empty set is linearly independent, since there are no sequences of its ele-
ments!

Example 3.3.17. Define en.x/ D einx for n an integer and x 2 R. Then
fen W n 2 Zg is a linearly independent subset of the (complex) vector
space of C–valued functions on R. To show this, we have to prove that
for all natural numbers s, any set consisting of s of the functions en is
linearly independent. We prove this statement by induction on s. For
s D 1, suppose ˛ 2 C, n1 2 Z, and ˛en1

D 0. Evaluating at x D 0

gives 0 D ˛ein10 D ˛. This shows that fen1
g is linearly independent.

Now fix s > 1 and suppose that any set consisting of fewer than s of the
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functions en is linearly independent. Let n1; : : : ; ns be distinct integers,
˛1; : : : ; ˛s 2 C, and suppose that

˛1en1
C � � � C ˛sens

D 0:

Notice that enem D enCm and e0 D 1. Also, the en are differentiable, with
.en/

0 D inen. Multiplying our equation by e�n1
and rearranging gives

� ˛1 D ˛2en2�n1
C � � � C ˛sens�n1

: (3.3.1)

Now we can differentiate to get

0 D i.n2 � n1/˛2en2�n1
C � � � C i.ns � n1/˛sens�n1

:

The integers nj � n1 for 2 � j � s are all nonzero and distinct, so the
induction hypothesis entails ˛2 D � � � D ˛s D 0. But then Equation (3.3.1)
gives ˛1 D 0 as well.

Definition 3.3.18. Let V be a vector space overK. A subset of V is called
a basis of V if the set is linearly independent and has span equal to V .

Example 3.3.19.
(a) The set f1; x; x2; : : : ; xng is a basis of the vector space (over K)

of polynomials in KŒx� of degree � n.
(b) The set f1; x; x2; : : : g is a basis of KŒx�.

Lemma 3.3.20. Suppose V is a vector space over K, and A � B � V

are subsets with span.A/ D V and B linearly independent. Then A D B .

Proof. Suppose that A is a proper subset of B and v 2 B n A. Since A
spans V , we can write v as a linear combination of elements of A. This
give a linear relation

v �

X
j

j̨ vj D 0

with vj 2 A. But this relation contradicts the linear independence of B .
n

Lemma 3.3.21. Suppose V is a vector space over K, and A � V

is a linearly dependent subset. Then A has a proper subset A0 with
span.A0/ D span.A/.
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Proof. Since A is linear dependent, there is a linear relation

˛1v1 C � � � C ˛nvn D 0

with vj 2 A and ˛1 ¤ 0. Therefore,

v1 D �.1=˛1/.˛2v2 C � � � C ˛nvn/:

Let A0 D A n fv1g. Then v1 2 span.A0/ H) A � span.A0/ H)

span.A/ � span.A0/ H) span.A/ D span.A0/. n

Proposition 3.3.22. Let B be a subset of a vector space V over K. The
following properties are equivalent:

(a) B is a basis of V .
(b) B is a minimal spanning set for V . That is, B spans V and no

proper subset of B spans V .
(c) B is a maximal linearly independent subset of V . That is, B is

linearly independent and no subset of V properly containing B
is linearly independent.

Proof. The implications (a) H)(b) and (a) H)(c) both follow from Lemma
3.3.20. If B is a minimal spanning set, then B is linearly independent, by
Lemma 3.3.21, so B is a basis.

Finally, if B is a maximal linearly independent set, and v 2 V n B ,
then fvg [ B is linearly dependent, so we have a linear relation

ˇv C

X
i

˛ivi D 0

with not all coefficients equal to zero and vi 2 B . Note that ˇ ¤ 0, since
otherwise we would have a nontrivial linear relation among elements of B .
Solving, we obtain

v D �.1=ˇ/
X
i

˛ivi ;

so v 2 span.B/. It follows than span.B/ D V . Thus, a maximal linearly
independent set is spanning, and therefore is a basis. n

Definition 3.3.23. A vector space is said to be finite–dimensional if it has
a finite spanning set. Otherwise, V is said to be infinite–dimensional.

Proposition 3.3.24. If V is finite dimensional, then V has a finite basis.
In fact, any finite spanning set has a subset that is a basis.
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Proof. Suppose that V is finite dimensional and that S is a finite subset
with span.S/ D V . Since S is finite, S has a subset B that is minimal
spanning. By Proposition 3.3.22, B is a basis of V . n

Let V be a vector space over K. Represent elements of the vector
space V n by 1–by–n matrices (row “vectors”) with entries in V . For any
n–by–s matrix C with entries in K, right multiplication by C gives an
linear map from V n to V s . Namely, if C D .ci;j /, then

Œv1; : : : ; vn� C D

"X
i

ci;1vi ; : : : ;
X
i

ci;svi

#
:

If B is an s–by–t matrix over K, then the linear map implemented by CB
is the composition of the linear maps implemented by C and by B ,

Œv1; : : : ; vn� CB D .Œv1; : : : ; vn� C /B;

as follows by a familiar computation. If fv1; : : : ; vng is linearly indepen-
dent and Œv1; : : : ; vn� C D 0, then C is the zero matrix. See Exercise
3.3.10.

Proposition 3.3.25. Let V a finite dimensional vector space with a span-
ning set X D fx1; : : : ; xng. Let Y D fy1; : : : ; ysg be a linearly indepen-
dent subset of V . Then s � n.

Proof. Since X is spanning, we can write each vector yj as a linear com-
bination of elements of X ,

yj D

X
i

ci;jxi :

These s equations can be written as a single matrix equation

Œy1; : : : ; ys� D Œx1; : : : ; xn� C;

where C is the s–by–n matrix C D .ci;j /. If s > n (C has more columns

than rows) then ker.C / ¤ f0g; that is, there is a nonzero a D

264˛1:::
˛n

375 2 Kn

such that Ca D 0. But thenX
i

˛iyi D Œy1; : : : ; ys�a D .Œx1; : : : ; xn� C / a

D Œx1; : : : ; xn� .Ca/ D 0;

contradicting the linear independence of fy1; : : : ; ysg. n
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Corollary 3.3.26. Any two bases of a finite dimensional vector space have
the same cardinality.

Proof. It follows from Propostion 3.3.25 that any basis of a finite di-
mensional vector space is finite. If a finite dimensional vector space has
two bases X and Y , then jY j � jX j, since Y is linearly independent
and X is spanning. But, reversing the roles of X and Y , we also have
jY j � jX j. n

Definition 3.3.27. The unique cardinality of a basis of a finite–
dimensional vector space V is called the dimension of V and denoted
dim.V /. If V is infinite–dimensional, we write dim.V / D 1.

Corollary 3.3.28. Let W be a subspace of a finite dimensional vector
space V .

(a) Any linearly independent subset of W is contained in a basis of
W .

(b) W is finite dimensional, and dim.W / � dim.V /.
(c) Any basis of W is contained in a basis of V .

Proof. Let Y be a linearly independent subset of W . Since no linearly
independent subset of W has more than dim.V / elements, by Proposition
3.3.25, Y is contained in linearly independent setB that is maximal among
linearly independent subsets of W . By Proposition 3.3.22, B is a basis
of W . This proves (a). Point (b) follows, since W has a basis whose
cardinality is no more than dim.V /.

Point (a) applies in particular to V ; any linearly independent subset of
V is contained in a basis of V . Therefore, a basis of W is contained in a
basis of V . n

Remark 3.3.29. It follows from Zorn’s lemma2 that every vector space
has a basis. In fact, by Zorn’s lemma, any linearly independent set Y in a
vector space V is contained in a maximal linearly independent set B . By
Proposition 3.3.22, B is a basis of V .

2Zorn’s lemma is an axiom of set theory equivalent to the Axiom of Choice.
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Remark 3.3.30. The zero vector space, with one element 0, is zero dimen-
sional. The empty set is its unique basis.

An ordered basis of a finite–dimensional vector space is a finite se-
quence whose entries are the elements of a basis listed without repetition;
that is, an ordered basis is just a basis endowed with a particular linear or-
der. Corresponding to an ordered basis B D .v1; : : : ; vn/ of a vector space
V over K, we have a linear isomorphism SB W V ! Kn given by

SB W

X
i

˛ivi 7!

X
i

˛i Oei D

26664
˛1
˛2
:::

˛n

37775 ;
where . Oe1; : : : ; Oen/ is the standard ordered basis of Kn. SB.v/ is called
the coordinate vector of v with respect to B .

Proposition 3.3.31. Any two n–dimensional vector spaces overK are lin-
early isomorphic.

Proof. The case n D 0 is left to the reader. For n � 1, any two n–
dimensional vector spaces over K are each isomorphic to Kn, and hence
isomorphic to each other. n

This proposition reveals that (finite–dimensional) vector spaces are not
very interesting, as they are completely classified by their dimension. That
is why the actual subject of finite–dimensional linear algebra is not vector
spaces but rather linear maps, which have more interesting structure than
vector spaces themselves.

Proposition 3.3.32. (The universal property of bases.) Let V be a vector
space over K and let S be a basis of V . Then any function f W S ! W

from S into a vector space W extends uniquely to a linear map T W V !

W .

Proof. We will assume that S D fv1; : : : ; vng is finite, in order to simplify
the notation, although the result is equally valid if S is infinite.

Let f W S ! W be a function. Any element v 2 V has a unique
expression as a linear combination of elements of S , v D

P
i ˛ivi . There

is only one possible way to define T .v/, namely T .v/ D
P
i ˛if .vi /. It

is then straightforward to check that T is linear. n
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Direct sums and complements

The (external) direct sum of several vectors spaces V1, V2, . . . , Vn over
a field K is the Cartesian product V1 � V2 � � � � � Vn with component–by–
component operations:

.a1; a2; : : : ; an/C .b1; b2; : : : ; bn/ D .a1 C b1; a2 C b2; : : : ; an C bn//

and
˛.a1; a2; : : : ; an/ D .˛a1; ˛a2; : : : ; ˛an/;

for ai ; bi 2 Vi and ˛ 2 K. The direct sum is denoted by V1˚V2˚� � �˚Vn.
How can we recognize that a vector space V is isomorphic to the direct

sum of several subspaces A1; A2; : : : ; An? It is neccessary and sufficient
that V be be isomorphic to the direct product of theAi , regarded as abelian
groups.

Proposition 3.3.33. Let V be a vector space over a fieldK with subspaces
A1; : : : As such that V D A1 C � � � C As . Then the following conditions
are equivalent:

(a) .a1; : : : ; as/ 7! a1 C � � � C as is a group isomorphism of A1 �

� � � � As onto V .
(b) .a1; : : : ; as/ 7! a1 C � � � C as is a linear isomorphism of A1 ˚

� � � ˚ As onto V .
(c) Each element x 2 V can be expressed as a sum x D a1C� � �Cas ,

with ai 2 Ai for all i , in exactly one way.
(d) If 0 D a1 C � � � C as , with ai 2 Ai for all i , then ai D 0 for all

i .

Proof. The equivalence of (a), (c), and (d) is by Proposition 3.5.1. Clearly
(b) implies (a). We have only to show that if .a/ holds, then the map
.a1; : : : ; as/ 7! a1 C � � � C as respects multiplication by elements of K.
This is immediate from the computation
˛.a1; : : : ; as/ D .˛a1; : : : ; ˛as/

7! ˛a1 C � � � C ˛as D ˛.a1 C � � � C a1 C � � � C as/:

n

If the conditions of the proposition are satisfied, we say that V is the
internal direct sum of the subspaces Ai , and we write V D A1˚ � � � ˚As .

In particular, if M and N are subspaces of V such that M C N D V

and M \N D f0g, then V D M ˚N .
Let N be a subspace of a vector space V . A subspace M of V is said

to be a complement ofM if V D M˚N . Subspaces of finite–dimensional
vector spaces always have a complement, as we shall now explain.
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Proposition 3.3.34. Let T W V ! W be a surjective linear map of a
finite–dimensional vector space V onto a vector space W . Then T admits
a right inverse; that is, there exists a linear map S W W ! V such that
T ı S D idW .

Proof. First, let’s check that W is finite–dimensional, with dimension no
greater than dim.V /. If fv1; : : : ; vng is a basis of V , then fT .v1/; : : : ; T .vn/g

is a spanning subset of W , so contains a basis of W as a subset.
Now let fw1; : : : ; wsg be a basis of W . For each basis element wi ,

let xi be a preimage of wi in V (i.e., choose xi such that T .xi / D wi ).
The map wi 7! xi extends uniquely to a linear map S W W ! V , defined
by S.

P
i ˛iwi / D

P
i ˛ixi , according to Proposition 3.3.32. We have

T ı S.
P
i ˛iwi / D T .

P
i ˛ixi / D

P
i ˛iT .xi / D

P
i ˛iwi . Thus T ı

S D idW . n

In the situation of the previous proposition, letW 0 denote the image of
S . I claim that

V D ker.T /˚W 0
Š ker.T /˚W:

Suppose v 2 ker.T / \ W 0. Since v 2 W 0, there is a w 2 W such that
v D S.w/. But then 0 D T .v/ D T .S.w// D w, and, therefore, v D

S.w/ D S.0/ D 0. This shows that ker.T / \W 0 D f0g. For any v 2 V ,
we can write v D S ıT .v/C.v�S ıT .v//. The first summand is evidently
in W 0, and the second is in the kernel of T , as T .v/ D T ı S ı T .v/. This
shows that ker.T / C W 0 D V . We have shown that V D ker.T / ˚ W 0.
Finally, note that S is an isomorphism of W onto W 0, so we also have
V Š ker.T /˚W . We have shown the following:

Proposition 3.3.35. If T W V ! W is a linear map and V is finite–
dimensional, then V Š ker.T / ˚ range.T /. In particular, dim.V / D

dim.ker.T //C dim.range.T //.

Now let V be a finite–dimensional vector space and let N be a sub-
space. The quotient map � W V ! V=N is a a surjective linear map with
kernel N . Let S be a right inverse of � , as in the proposition, and let M
be the image of S . The preceding discussion shows that V D N ˚M Š

N ˚ V=N . We have proved the following:

Proposition 3.3.36. Let V be a finite–dimensional vector space and let N
be a subspace. Then V Š N ˚ V=N . In particular, dim.V / D dim.N /C

dim.V=N/.
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Corollary 3.3.37. Let V be a finite–dimensional vector space and letN be
a subspace. Then there exists a subspace M of V such that V D N ˚M .

Warning: Complements of a subspace are never unique. For example,
both f.0; 0; c/ W c 2 Rg and f.0; c; c/ W c 2 Rg are complements of
f.a; b; 0/ W a; b 2 Rg in R3.

Exercises 3.3

3.3.1. Show that the intersection of an arbitrary family of linear subspaces
of a vector space is a linear subspace.

3.3.2. Let S be a subset of a vector space. Show that span.S/ D

span.span.S//. Show that span.S/ is the unique smallest linear subspace
of V containing S as a subset, and that it is the intersection of all linear
subspaces of V that contain S as a subset.

3.3.3. Prove Proposition 3.3.7.

3.3.4. Show that any composition of linear transformations is linear. Show
that the inverse of a linear isomorphism is linear.

3.3.5. Let T W V ! W be a linear map between vector spaces. Show that
the range of T is a subspace of W and the kernel of T is a subspace of V .

3.3.6. Prove Proposition 3.3.11.

3.3.7. Give another proof of Proposition 3.3.12 by adapting the proof of
Proposition 2.7.13 rather than by using that proposition.

3.3.8. Prove Proposition 3.3.14 by using Proposition 2.7.18, or by adapting
the proof of that proposition.

3.3.9. Let A and B be finite–dimensional subspaces of a not necessarily
finite–dimensional vector space V . Show that ACB is finite–dimensional
and that dim.AC B/C dim.A \ B/ D dim.A/C dim.B/.

3.3.10. Let V be a vector space over K
(a) Let A and B be matrices over K of size n–by–s and s–by–t re-

spectively. Show that for Œv1; : : : ; vn� 2 Kn,

Œv1; : : : ; vn�.AB/ D .Œv1; : : : ; vn�A/B:

(b) Show that if fv1; : : : ; vng is linearly independent subset of V ,
and Œv1; : : : ; vn�A D 0, then A D 0.

3.3.11. Show that the following conditions are equivalent for a vector
space V :
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(a) V is finite dimensional.
(b) Every linearly independent subset of V is finite.
(c) V does not admit an infinite, strictly increasing sequence of lin-

early independent subsets Y1 �
¤

Y2 �
¤

: : : .

Hint: Show (a) H)(b) H)(c) H)(a). For (c) H)(a), show that condition
(c) implies that V has a finite maximal linearly independent subset. This is
slightly easier if you use Zorn’s lemma, but Zorn’s lemma is not required.

3.3.12. Show that the following conditions are equivalent for a vector
space V :

(a) V is infinite–dimensional.
(b) V has an infinite linearly independent subset.
(c) For every n 2 N, V has a linearly independent subset with n

elements.

3.3.13. Prove Corollary 3.3.37 directly by using Corollary 3.3.28, as fol-
lows: Let fv1; v2; : : : ; vsg be a basis ofN . Then there exist vectors vsC1; : : : ; vn
such that

fv1; v2; : : : ; vs; vsC1; : : : ; vng

is a basis of V . Let M D span.fvsC1; : : : ; vng/. Show that V D M ˚N .

3.4. The dual of a vector space and matrices
Let V and W be vector spaces over a field K. We observe that the

set HomK.V;W / of linear maps from V and W also has the structure of a
vector space. The sum of two linear maps is defined using the addition in
W : if S; T 2 HomK.V;W /, define S CT by .S CT /.v/ D S.v/CT .v/

for all v 2 V . It is straightforward to check that S C T is also linear. For
example,

.S C T /.v1 C v2/ D S.v1 C v2/C T .v1 C v2/

D S.v1/C S.v2/C T .v1/C T .v2/

D .S.v1/C T .v1//C .S.v2/C T .v2//

D .S C T /.v1/C .S C T /.v2/:

The product of a scalar ˛ 2 K with a linear map T is defined using the
scalar multiplication in W : .˛T /.v/ D ˛T .v/ for v 2 V . Again it is
straightforward to check that that ˛T is linear. The zero element 0 of
HomK.V;W / is the linear map which sends every element of V to the
zero vector in W . The additive inverse of a linear map T is the map de-
fined by .�T /.v/ D �T .v/ We now have to check that HomK.V;W /,
with these operations, satisfies all the axioms of a K–vector space. The
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verifications are all straightforward computations. For example, associa-
tivity of addition follows from associativity of addition in W :
.AC .B C C//.v/ D A.v/C .B C C/.v/ D A.v/C .B.v/C C.v//

D .A.v/C B.v//C C.v/

D .AC B/.v/C C.v/ D ..AC B/C C/.v/;

for A;B;C 2 HomK.V;W / and v 2 V . The reader is invited to check the
remaining details in Exercise 3.4.1.

An important special instance of the preceeding construction is the
vector space dual to V , HomK.V;K/, which we also denote by V �. A
linear map from V into the one dimensional vector space of scalars K is
called a linear functional on V . V � is the space of all linear functionals on
V .

Let us summarize our observations:

Proposition 3.4.1. Let V be a vector space over a field K.
(a) For any vector space W , HomK.V;W / is a vector space.
(b) In particular, V � D HomK.V;K/ is a vector space.

Suppose now that V is finite dimensional with ordered basis B D

.v1; v2; : : : ; vn/. Every element v 2 V has a unique expansion v DPn
iD1 ˛ivi . For 1 � j � n define v�

j 2 V � by v�
j .
Pn
iD1 ˛ivi / D j̨ .

The functional v�
j is the unique element of V � satisfying v�

j .vi / D ıi;j for
1 � i � n. 3

I claim that B� D .v�
1 ; v

�
2 ; : : : ; v

�
n/ is a a basis of V �. In fact, for any

f 2 V �, consider the functional Qf D
Pn
jD1 f .vj /v

�
j . We have

Qf .vi / D

nX
jD1

f .vj /v
�
j .vi / D

nX
jD1

f .vj /ıi;j D f .vi /:

Thus f .vi / D Qf .vi / for each element vi 2 B . It follows from Proposition
3.3.32 that f D Qf . This means that B� spans V �. Next we check the
linear independence of B�. Suppose

Pn
jD1 j̨ v

�
j D 0 (the zero functional

in V �). Applying both sides to a basis vector vi , we get

0 D

nX
jD1

j̨ v
�
j .vi / D

nX
jD1

j̨ ıi;j D ˛i :

Thus all the coefficients ˛i are zero, which shows that B� is linearly inde-
pendent. B� is called the basis of V � dual to B .

3Here ıi;j is the so called “Kronecker delta”, defined by ıi;j D 1 if i D j and
ıi;j D 0 otherwise.
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We showed above that for f 2 V �, the expansion of f in terms of the
basis B� is

f D

nX
jD1

f .vj /v
�
j :

Equivalently, the coordinate vector of f with respect to the orderd basis
B� is

SB�.f / D

26664
f .v1/

f .v2/
:::

f .vn/

37775
For v 2 V , the expansion of v in terms of the basis B is expressed with
the help of the dual basis B� as

v D

nX
jD1

v�
j .v/vj :

Equivalently, the coordinate vector of v with respect to the ordered basis
B is

SB.v/ D

26664
v�
1 .v/

v�
2 .v/
:::

v�
n.v/

37775
In fact, this is clear because for v D

Pn
jD1 j̨ vj , we have j̨ D v�

j .v/ for
each j , and therefore v D

Pn
jD1 v

�
j .v/vj .

We have proved:

Proposition 3.4.2. Let V be a finite dimensional vector space with basis
B D fv1; v2; : : : ; vng.

(a) For each j (1 � j � n), there is a linear functional v�
j on V

determined by v�
j .vi / D ıi;j for 1 � i � n.

(b) B� D fv�
1 ; v

�
2 ; : : : ; v

�
ng is a a basis of V �.

(c) The dimension of V � is equal to the dimension of V .
(d) For each f 2 V �, the expansion of f in terms of the basis B� is

f D

nX
jD1

f .vj /v
�
j :

(e) For each v 2 V , the expansion of v in terms of the basis B is

v D

nX
jD1

v�
j .v/vj :
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The second dual

Vectors v 2 V and f 2 V � pair up to give a number f .v/. We can
regard this pairing as a function from V � V � to K, .v; f / 7! f .v/. In
order to view the two variables on an equal footing, let us introduce a new
notation for the pairing, f .v/ D hv; f i. This function of two variables is
bilinear, that is, linear in each variable separately. This means that for all
scalars ˛ and ˇ and all v; v1; v2 2 V and f; f1; f2 2 V �, we have

h˛v1 C ˇv2; f i D ˛hv1; f i C ˇhv2; f i;

and
hv; f̨1 C f̌2i D ˛hv; f1i C ˇhv; f2i:

Linearity in the first variable expresses the linearity of each f 2 V �,

h˛v1 C ˇv2; f i D f .˛v1 C ˇv2/ D f̨ .v1/C f̌ .v2/

D ˛hv1; f i C ˇhv2; f i:

Linearity in the second variable, on the other hand, reflects the definition
of the vector operations on V �,

hv; f̨1 C f̌2i D . f̨1 C f̌2/.v/ D f̨1.v/C f̌2.v/

D ˛hv; f1i C ˇhv; f2i:

The following observation applies to this situation:

Lemma 3.4.3. Suppose that V and W are vector spaces over a field K,
and b W V � W �! K is a bilinear map. Then b induces linear maps
� W V �! W � and � W W �! V �, defined by �.v/.w/ D b.v; w/ and
�.w/.v/ D b.v; w/.

Proof. Since b is bilinear, for each v 2 V the map w 7! b.v; w/ is linear
from W to K, that is, an element of W �. We denote this element of W �

by �.v/.
Moreover, the map v 7! �.v/ is linear from V to W �, because of the

linearity of b in its first variable:
�.˛v1 C ˇv2/.w/ D b.˛v1 C ˇv2; w/ D ˛b.v1; w/C ˇb.v2; w/

D ˛ �.v1/.w/C ˇ �.v2/.w/

D .˛ �.v1/C ˇ �.v2//.w/

The proof for � W W �! V � is the same. n

Applying this observation to the bilinear map .v; f / 7! hv; f i D

f .v/ from V �V � toK, we obtain a linear map � W V �! .V �/�, defined
by the formula �.v/.f / D hv; f i D f .v/.
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Lemma 3.4.4. Let V be a finite dimensional vector space over a field K.
For each non-zero v 2 V , there is a linear functional f 2 V � such that
f .v/ ¤ 0.

Proof. We know that any linearly independent subset of V is contained in
a basis. If v is a non-zero vector in V , then fvg is linearly independent.
Therefore, there is a basis B of V with v 2 B . Let f be any function from
B into K with f .v/ ¤ 0. By Proposition 3.3.32, f extends to a linear
functional on V . n

Theorem 3.4.5. If V is a finite dimensional vector space, then � W V �!

V �� is a linear isomorphism.

Proof. We already know that � is linear.
If v is a non-zero vector in V , then there is an f 2 V � such that

f .v/ ¤ 0, by Lemma 3.4.4. Thus �.v/.f / D f .v/ ¤ 0, and �.v/ ¤

0. Thus � is injective. Applying Proposition 3.4.2(c) twice, we have
dim.V ��/ D dim.V �/ D dim.V /. Therefore any injective linear map
from V to V �� is necessarily surjective, by Proposition 3.3.35. n

Finite dimensionality is essential for this theorem. For an infinite di-
mensional vector space, � W V �! .V �/� is injective, but not surjective.

Duals of subspaces and quotients
Let V be a finite dimensional vector space over K. For any subset

S � V , let Sı denote the set of f 2 V � such that hv; f i D 0 for all
v 2 S . Likewise, for A � V �, let Aı denote the set of v 2 V such that
hv; f i D 0 for all f 2 A. (We identify V with V ��.) Sı is called the
annihilator of S in V �.

Lemma 3.4.6. Let S and T be subsets of V , and W a subspace of V .
(a) Sı is a subspace of V �.
(b) If S � T , then T ı � Sı and Sıı � T ıı

(c) T � T ıı.
(d) W D W ıı.
(e) Sı D span.S/ı and Sıı D span.S/.
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Proof. Parts (a) through (c) are left to the reader as exercises. See Exercise
3.4.6.

For part (d), we have W � W ıı, by part (c). Suppose that v 2 V but
v 62 W . Consider the quotient map � W V �! V=W . Since �.v/ ¤ 0,
by Lemma 3.4.4, there exists g 2 .V=W /� such that g.�.v// ¤ 0. Write
��.g/ D gı� . We have ��.g/ 2 W ı but hv; ��.g/i ¤ 0. Thus v 62 W ıı.

Since Sıı is a subspace of V containing S by parts (a) and (c), we
have S � span.S/ � Sıı. Taking annihilators, and using part (b), we
have Sııı � span.S/ı � Sı. But Sı � Sııı by part (c), so all these sub-
spaces are equal. Taking annihilators once more gives Sıı D span.S/ıı D

span.S/, where the final equality results from part (d). n

With the aid of annihilators, we can describe the dual space of sub-
spaces and quotients.

Proposition 3.4.7. Let W be a subpace of a finite dimensional vector
space V . The restriction map f 7! fjW is a surjective linear map from
V � onto W � with kernel W ı. Consequently, W � Š V �=W ı.

Proof. I leave it to the reader to check that f 7! fjW is linear and has
kernel W ı.

Let us check the surjectivity of this map. According to Proposition
3.3.36, W has a complement in V , so V D W ˚ M for some subspace
M . We can use this direct sum decomposition to define a surjective linear
map � from V to W with kernel M , namely �.w Cm/ D w, for w 2 W

and m 2 M . Now for g 2 W �, we have ��.g/ D g ı � 2 V �, and
��.g/.w/ D g.�.w// D g.w/ for w 2 W . Thus g is the restriction to W
of ��.g/.

Finally, we have W � Š V �=W ı by the homomorphism theorem for
vector spaces. n

What about the dual space to V=W ? Let � W V �! V=W denote
the quotient map. For g 2 .V=W /�, ��.g/ D g ı � is an element of V �

that is zero on W , that is, an element of W ı. The proof of the following
proposition is left to the reader.

Proposition 3.4.8. The map g 7! ��.g/ D g ı � is a linear isomorphism
of .V=W /� onto W ı.

Proof. Exercise 3.4.8. n
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Corollary 3.4.9. . dimW C dimW ı D dimV .

Proof. Exercise 3.4.9. n

Matrices
Let V and W be finite dimensional vector spaces over a field K. Let

B D .v1; : : : ; vm/ be an ordered basis of V and C D .w1; : : : ; wn/ an
ordered basis of W . Let C � D .w�

1 ; : : : ; w
�
n/ denote the basis of W � dual

to C . Let T 2 HomK.V;W /.
The matrix ŒT �C;B of T with respect to the ordered bases B and C is

the n–by–m matrix whose .i; j / entry is hT vj ; w
�
i i.

Equivalently, the j–th column of the matrix ŒT �C;B is

SC .T .vj // D

26664
hT .vj /; w

�
1 i

hT .vj /; w
�
2 i

:::

hT .vj /; w
�
ni

37775 ;
the coordinate vector of T .vj / with respect to the ordered basis C .

Another useful description of ŒT �C;B is the following: ŒT �C;B is the
standard matrix of SCTS�1

B W Km �! Kn: Here we are indicating com-
position of linear maps by juxtaposition; i.e., SCTS�1

B D SC ıT ıS�1
B . As

discussed in Appendix E, the standard matrixM of a linear transformation
A W Km �! Kn has the property that

Mx D A.x/;

for all x 2 Km, where on the left sideMx denotes matrix multiplication of
the n–by–mmatrixM and the column vector x. Our assertion is equivalent
to:

ŒT �C;B Oej D SCTS
�1
B . Oej /;

for each standard basis vector Oej of Km. To verify this, we note that the
left hand side is just the j–th column of ŒT �C;B , while the right hand side
is

SCTS
�1
B . Oej / D SCT .vj /;

which is also the j –th column of ŒT �C;B , according to our previous de-
scription of ŒT �C;B .

Proposition 3.4.10.
(a) The map T 7! ŒT �B;C is a linear isomorphism from

HomK.V;W / to Matn;m.K/
(b) HomK.V;W / has dimension dim.V / dim.W /.
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Proof. The reader is invited to check that the map is linear.
The map SC W W �! Kn, which takes a vector in W to its coor-

dinate vector with respect to C , is a linear isomorphism. For any T 2

HomK.V;W /, the j–th column of ŒT �C;B is SC .T .vj //. If ŒT �C;B D 0,
then SC .T .vj // D 0 for all j and hence T .vj / D 0 for all j . It follows
that T D 0. This shows that T 7! ŒT �C;B is injective.

Now let A D .ai;j / be any n–by–m matrix over K. We need to
produce a linear map T 2 HomK.V;W / such that ŒT �C;B D A. If
such a T exists, then for each j , the coordinate vector of T .vj / with
respect to C must be equal to the j–th column of A. Thus we require
T .vj / D

Pn
iD1 ai;jwi WD aj . By Proposition 3.3.32, there is a unique

T 2 HomK.V;W / such that T .vj / D aj for all j . This proves that
T 7! ŒT �B;C is surjective.

Assertion (b) is immediate from (a). n

Proposition 3.4.11. Let V ,W ,X be finite–dimensional vector spaces over
K with ordered bases B , C , and D. Let T 2 HomK.V;W / and S 2

HomK.W;X/. Then

ŒST �D;B D ŒS�D;C ŒT �C;B :

Proof. Let B D .v1; : : : ; vm/ and C D .w1; : : : ; wn/. Denote the dual
basis ofC by

�
w�
1 ; : : : ; w

�
n

�
. The j th column of ŒST �D;B is the coordinate

vector with respect to the basis D of ST .vj /, namely SD.ST .vj //. The
j th column of ŒS�D;C ŒT �C;B depends only on the j th column of ŒT �C;B ,
namely SC .T .vj //. The j th column of ŒS�D;C ŒT �C;B is

ŒS�D;CSC .T .vj //

D

�
SD.S.w1//; : : : ; SD.S.wn//

�264hT .vj /; w
�
1 i

:::

hT .vj /; w
�
ni

375
D

X
k

SD ı S.wk/ hT .vj /; w
�
ki

D SD ı S

 X
k

wk hT .vj /; w
�
ki

!
D SD ı S.Tvj

/:

Thus the j th column of ŒST �D;B and of ŒS�D;C ŒT �C;B agree. n
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For a vector space V over a field K, we denote the set of K–linear
maps from K to K by EndK.V /. Since the composition of linear maps is
linear, EndK.V / has a product .S; T / 7! ST . The reader can check that
EndK.V / with the operations of addition and and composition of linear
operators is a ring with identity. To simplify notation, we write ŒT �B in-
stead of ŒT �B;B for the matrix of a linear transformation T with respect to
a single basis B of V .

Corollary 3.4.12. Let V be a finite dimensional vector space over K. Let
n denote the dimension of V and let B be an ordered basis of V .

(a) For all S; T 2 EndK.V /, ŒST �B;B D ŒS�B ŒT �B .
(b) T 7! ŒT �B is a ring isomorphism from EndK.V / to Matn.K/.

Lemma 3.4.13. Let B D .v1; : : : ; vn/ and C D .w1; : : : ; wn/ be two
bases of a vector space V over a field K. Denote the dual bases of V � by
B� D

�
v�
1 ; : : : ; v

�
n

�
and C � D

�
w�
1 ; : : : ; w

�
n

�
. Let id denote the identity

linear transformation of V .
(a) The matrix Œid�B;C of the identity transformation with respect to

the bases C and B has .i; j / entry hwj ; v
�
i i:

(b) Œid�B;C is invertible with inverse Œid�C;B .

Proof. Part (a) is immediate from the definition of the matrix of a linear
transformation on page 179. For part (b), note that

E D Œid�B D Œid�B;C Œid�C;B :

n

Let us consider the problem of determining the matrix of a linear trans-
formation T with respect to two different bases of a vector space V . Let
B and B 0 be two ordered bases of V . Then

ŒT �B D Œid�B;B 0 ŒT �B 0 Œid�B 0;B ;

by an application of Proposition 3.4.11. But the “change of basis matrices”
Œid�B;B 0 and Œid�B 0B are inverses, by Lemma 3.4.13 Writing Q D Œid�B;B 0 ,
we have

ŒT �B D QŒT �B 0Q�1:

Definition 3.4.14. We say that two linear transformations T; T 0 of V are
similar if there exists an invertible linear transformation S such that T D

ST 0S�1. We say that two n–by–nmatricesA;A0 are similar if there exists
an invertible n–by–n matrix Q such that A D QA0Q�1.
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Proposition 3.4.15.
(a) Let V be a finite dimensional vector space over a field K. The

matrices of a linear transformation T 2 EndK.V / with respect
to two different ordered bases are similar.

(b) Conversely, if A and A0 are similar matrices, then there exists
a linear transformation T of a vector space V and two ordered
bases B;B 0 of V such that A D ŒT �B and A0 D ŒT �B 0 .

Proof. Part (a) was proved above.
For part (b), let A be an n–by–n matrix, Q an invertible n–by–n ma-

trix, and set A0 D QAQ�1.
Let E D . Oe1; : : : ; Oen/ be the standard ordered basis of Kn, and let

B 0 D
�
Q�1 Oe1; : : : ;Q

�1 Oen
�
; thus B 0 consists of the columns of Q�1.

Because Q is invertible, B 0 is a basis of Kn. The change of basis matrix
Œid�E;B 0 is just Q�1.

Define T 2 EndK.Kn/ by T .v/ D Av for v 2 Kn. Then A D ŒT �E,
and

A0
D QAQ�1

D Œid�B 0;EŒT �EŒid�E;B 0 D ŒT �B 0

n

Example 3.4.16. In order to compute the matrix of a linear transformation
with respect to different bases, it is crucial to be able compute change of
basis matrices Œid�B;B 0 . Let B D .v1; : : : ; vn/ and B 0 D .w1; : : : ; wn/ be
two ordered bases of Kn. Because Œid�B;B 0 D Œid�B;EŒid�E;B 0 , to compute
Œid�B;B 0 , it suffices to be able to compute Œid�B;E and Œid�E;B . One of these
requires no computation: Œid�E;B 0 is the matrix QB 0 whose columns are
the elements of B 0. Similarly, Œid�E;B is the matrix QB whose columns
are the elements of B , so Œid�B;E D Q�1

B . Thus, in order to complete the
calculation, we have to invert one matrix.

Similarly is an equivalence relation on Matn.K/ (or on EndK.V /). A
similarity invariant is a function on Matn.K/ which is constant on simi-
larity classes. Given a similarity invariant f , in makes sense to define f
on EndK.V / by f .T / D f .A/, where A is the matrix of T with respect
to some basis of V . Since the matrices of T with respect to two different
bases are similar, the result does not depend on the choice of the basis.
Two important similarity invariants are the determinant and the trace.

Because the determinant satisfies det.AB/ D det.A/ det.B/, and
det.E/ D 1, it follows that det.C�1/ D det.C /�1 and

det.CAC�1/ D det.C / det.A/ det.C /�1 D det.A/:
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Thus determinant is a similarity invariant.4

The trace of a square matrix is the sum of its diagonal entries. Let
A D .ai;j /. Let C D .ci;j / be an invertible matrix and let C�1 D .di;j /.
Since .di;j / and .ci;j / are inverse matrices, we have

P
i dk;ici;j D ıkj

for any k; j . Using this, we compute:

tr.CAC�1/ D

X
i

.CAC�1/.i; i/ D

X
i

X
j

X
k

ci;jaj;kdk;i

D

X
j

X
k

.
X
i

dk;ici;j /aj;k

D

X
j

X
k

ık;jaj;k D

X
j

aj;j D tr.A/:

Thus the trace is also a similarity invariant.

Exercises 3.4

3.4.1. Complete the details of the verification that HomK.V;W / is a K–
vector space, when V and W are K–vector spaces.

3.4.2. Consider the ordered basis B D

0@2411
1

35;
2411
0

35;
2410
0

351A of R3. Find

the dual basis of .R3/�.

3.4.3. Define a bilinear map from Kn �Kn to K by

Œ

26664
˛1
˛2
:::

˛n

37775 ;
26664
ˇ1
ˇ2
:::

ˇn

37775� D

nX
jD1

j̨ ǰ :

Show that the induced map � W Kn �! .Kn/� given by �.v/.w/ D Œw; v�

is an isomorphism.

3.4.4. Using the previous exercise, identify .R3/� with R3 via the inner

product h

24˛1˛2
˛3

35;
24ˇ2ˇ2
ˇ3

35i D
P3
jD1 j̨ ǰ . Given an ordered basis B D

.v1; v2; v3/ of R3, the dual basis B� D
�
v�
1 ; v

�
2 ; v

�
3

�
of R3 is defined by

the requirements hvi ; v
�
j i D ıi;j , for 1 � i; j � 3. Find the dual basis of

B D

0@2412
1

35;
2410
1

35;
2401
1

351A.

4The determinant is dicussed systematically in Section 8.3.
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3.4.5. Give a different proof of Lemma 3.4.4 as follows: Let V be a finite
dimensional vector space with ordered basis B D .v1; v2; : : : ; vn/. Let
B� D .v�

1 ; v
�
2 ; : : : ; v

�
n/ be the dual basis of V �. If v 2 V is nonzero, show

that v�
j .v/ ¤ 0 for some j .

3.4.6. Prove parts (a) to (c) of Lemma 3.4.6.

3.4.7. Let V be a finite dimensional vector space and letW be a subspace.
Show that f 7! fjW is a linear map from V � to W �, and that the kernel
of this map is W ı.

3.4.8. Let V be a finite dimensional vector space and letW be a subspace.
Let � W V �! V=W be the quotient map. Show that g 7! ��.g/ D g ı�

is a linear isomorphism of .V=W /� onto W ı.

3.4.9. Prove Corollary 3.4.9.

3.4.10. Consider the R-vector space Pn of polynomials of degree � n

with R-coefficients, with the ordered basis
�
1; x; x2; : : : ; xn

�
.

(a) Find the matrix of differentiation d
dx

W P7 ! P7.
(b) Find the matrix of integration

R
W P6 ! P7.

(c) Observe that multiplication by 1 C 3x C 2x2 is linear from P5
to P7, and find the matrix of this linear map.

3.4.11. Let B D .v1; : : : ; vn/ be an ordered basis of a vector space V over
a field K. Denote the dual basis of V � by B� D

�
v�
1 ; : : : ; v

�
n

�
. Show that

for any v 2 V and f 2 V �,

hv; f i D

nX
jD1

hv; v�
j ihvj ; f i:

3.4.12. Let B D .v1; : : : ; vn/ and C D .w1; : : : ; wn/ be two bases of a
vector space V over a field K. Denote the dual bases of V � by B� D�
v�
1 ; : : : ; v

�
n

�
and C � D

�
w�
1 ; : : : ; w

�
n

�
. Recall that Œid�B;C is the matrix

with .i; j / entry equal to hwj ; v
�
i i, and similarly, Œid�C;B is the matrix with

.i; j / entry equal to hvj ; w
�
i i.

Use the previous exercise to show that Œid�B;C and Œid�C;B are inverse
matrices.

3.4.13. Let V , W be finite–dimensional vector spaces over K. Let B ,
B 0 be two ordered bases of V , and let C , C 0 be two ordered bases of
W . Write F D Œid�C 0;C and G D Œid�B 0;B . Let T 2 HomK.V;W / and
S 2 EndK.V /. Show that ŒT �C 0;B 0 D F ŒT �C;B G

�1.

3.4.14. Suppose that T and T 0 are two linear transformations of a finite
dimensional vector space V , and that B and B 0 are two ordered bases of
V . Show that ŒT �B and ŒT 0�B 0 are similar matrices if, and only if, T and
T 0 are similar linear transformations.
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3.4.15. Let T be the linear transformation of R3 with standard matrix241 5 2

2 1 3

1 1 4

35. Find the matrix of ŒT �B of T with respect to the ordered

basis B D

0@2411
1

35;
2411
0

35;
2410
0

351A.

3.4.16. Show that
�
1 1

0 1

�
is not similar to any matrix of the form

�
a 0

0 b

�
.

(Hint: Suppose the two matrices are similar. Use the similarity invariants
determinant and trace to derive information about a and b.)

3.4.17. Let V be a vector space overK. Show that EndK.V / is a ring with
identity.

3.5. Linear algebra over Z

All the groups in this section will be abelian, and, following the ususal
convention, we will use additive notation for the group operation. In par-
ticular, the sth power of an element x will be written as sx, and the order
of an element x is the smallest natural number s such that sx D 0. The
subgroup generated by a subset S of an abelian group G is

ZS WD fn1x1 C � � � C ndxd W d � 0; ni 2 Z; and xi 2 Sg:

The subgroup generated by a family A1; : : : As of subgroups is A1C � � � C

As D fa1 C � � � C as W ai 2 Ai for all ig.
A group is said to be finitely generated if it is generated by a finite

subset. A finite group is, of course, finitely generated. Zn is infinite, but
finitely generated, while Q is not finitely generated.

In the next section (Section 3.6), we will obtain a definitive structure
theorem and classification of finitely generated abelian groups. The key
to this theorem is the following observation. Let G be a finitely generated
abelian group and let fx1; : : : ; xng be a generating subset for G of min-
imum cardinality. We obtain a homomorphism from Zn to G given by
' W .a1; : : : ; an/ 7!

P
i aixi . The kernel N of ' is a subgroup of Zn, and

G Š Zn=N . Conversely, for any subgroup N of Zn, Zn=N is a finitely
generated abelian group.

Therefore, to understand finitely generated abelian groups, we must
understand subgroups of Zn. The study of subgroups of Zn involves linear
algebra over Z.

The theory presented in this section and the next is a special case of
the structure theory for finitely generated modules over a principal ideal
domain, which is discussed in sections 8.4 and 8.5, beginning on page
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368. The reader or instructor who needs to save time may therefore prefer
to omit some of the proofs in Sections 3.5 and 3.6 in the expectation of
treating the general case in detail.

We define linear independence in abelian groups as for vector spaces: a
subset S of an abelian group G is linearly independent over Z if whenever
x1; : : : ; xn are distinct elements of S and r1; : : : ; rn are elements of Z, if

r1x1 C r2x2 C � � � C rnxn D 0;

then ri D 0 for all i .
A basis for G is a linearly independent set S with ZS D G. A free

abelian group is an abelian group with a basis. Zn is a free abelian group
with the basis f Oe1; : : : ; Oeng, where Oej is the sequence with j –entry equal
to 1 and all other entries equal to 0. We call this the standard basis of Zn.

An abelian group need not be free. For example, in a finite abelian
group G, no non-empty subset of G is linearly independent; in fact, if n is
the order of G, and x 2 G, then nx D 0, so fxg is linearly dependent.

We have the following elementary results on direct products of abelian
groups and freeness.

Proposition 3.5.1. Let G be an abelian group with subgroups A1; : : : As
such thatG D A1C� � �CAs . Then the following conditions are equivalent:

(a) .a1; : : : ; as/ 7! a1C� � �Cas is an isomorphism of A1�� � ��As
onto G.

(b) Each element g 2 G can be expressed as a sum x D a1C� � �Cas ,
with ai 2 Ai for all i , in exactly one way.

(c) If 0 D a1 C � � � C as , with ai 2 Ai for all i , then ai D 0 for all
i .

Proof. This can be obtained from results about direct products for general
(not necessarily abelian) groups, but the proof for abelian groups is very
direct. The map in part (a) is a homomorphism, because the groups are
abelian. (Check this.) By hypothesis the homomorphism is surjective, so
(a) is equivalent to the injectivity of the map. But (b) also states that the
map is injective, and (c) states that the kernel of the map is trivial. So all
three assertions are equivalent. n

Proposition 3.5.2. Let G be an abelian group and let x1; : : : ; xn be dis-
tinct nonzero elements of G. The following conditions are equivalent:

(a) The set B D fx1; : : : ; xng is a basis of G.
(b) The map

.r1; : : : ; rn/ 7! r1x1 C r2x2 C � � � C rnxn
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is a group isomorphism from Zn to G.
(c) For each i , the map r 7! rxi is injective, and

G D Zx1 � Zx2 � � � � � Zxn:

Proof. It is easy to see that the map in (b) is a group homomorphism. The
set B is linearly independent if, and only if, the map is injective, and B
generates G if, and only if the map is surjective. This shows the equiva-
lence of (a) and (b). We leave it as an exercise to show that (a) and (c) are
equivalent. n

Let S be a subset of Zn. Since Zn is a subset of the Q–vector space
Qn, it makes sense to consider linear independence of S over Z or over Q.
It is easy to check that a subset of Zn is linearly independent over Z if, and
only if, it is linearly independent over Q (Exercise 3.5.4). Consequently, a
linearly independent subset of Zn has at most n elements, and if n ¤ m,
then the abelian groups Zn and Zm are nonisomorphic (Exercise 3.5.5).

Lemma 3.5.3. A basis of a free abelian group is a minimal generating set.

Proof. Suppose B is a basis of a free abelian group G and B0 is a proper
subset. Let b 2 B n B0. If b were contained in the subgroup generated by
B0, then b could be expressed as a Z–linear combination of elements of
B0, contradicting the linear independence of B . Therefore b 62 ZB0, and
B0 does not generate G. n

Lemma 3.5.4. Any basis of a finitely generated free abelian group is finite.

Proof. Suppose that G is a free abelian group with a (possibly infinite)
basis B and a finite generating set S . Each element of S is a Z–linear
combination of finitely many elements of B . Since S is finite, it is con-
tained in the subgroup geneated by a finite subset B0 of B . But then
G D ZS � ZB0. So B0 generates G. It follows from the previous
lemma that B0 D B . n

Proposition 3.5.5. Any two bases of a finitely generated free abelian group
have the same cardinality.
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Proof. Let G be a finitely generated free abelian group. By the previous
lemma, any basis of G is finite. If G has a basis with n elements, then
G Š Zn, by Proposition 3.5.2. Since Zn and Zm are nonisomorphic if
m ¤ n, G cannot have bases of different cardinalities. n

Definition 3.5.6. The rank of a finitely generated free abelian group is the
cardinality of any basis.

Proposition 3.5.7. Every subgroup of Zn can be generated by no more
than n elements.

Proof. The proof goes by induction on n. We know that every subgroup of
Z is cyclic (Proposition 2.2.21), so this takes care of the base case n D 1.
Suppose that n > 1 and that the assertion holds for subgroups of Zk for
k < n. Let F be the subgroup of Zn generated by f Oe1; : : : ; Oen�1g; thus, F
is a free abelian group of rank n � 1.

LetN be a subgoup of Zn. By the induction hypothesis, N 0 D N \F

has a generating set with no more than n � 1 elements. Let ˛n denote the
nth co-ordinate function on Zn. Then ˛n is a group homomorphism from
Zn to Z, and ˛n.N / is a subgroup of Z. If ˛n.N / D f0g, then N D N 0,
so N is generated by no more than n � 1 elements. Otherwise, there is a
d > 0 such that ˛n.N / D dZ. Choose y 2 N such that ˛n.y/ D d . For
every x 2 N , ˛n.x/ D kd for some k 2 Z. Therefore, ˛n.x � ky/ D 0,
so x � ky 2 N 0. Thus we have x D kyC .x � ky/ 2 ZyCN 0. Since N 0

is generated by no more than n � 1 elements, N is generated by no more
than n elements. n

Corollary 3.5.8. Every subgroup of a finitely generated abelian group is
finitely generated.

Proof. Let G be a finitely generated abelian group, with a generating set
fx1; : : : ; xng. Define homomorphism from Zn onto G by '.

P
i ri Oei / DP

i rixi . LetA be a subgroup ofG and letN D '�1.A/. According to the
previous lemma, N has a generating set X with no more than n elements.
Then '.X/ is a generating set for A with no more than n elements. n

We know that if N is an s dimensional subspace of the vector space
Kn, then there is a basis fv1; : : : ; vng of Kn such that fv1; : : : ; vsg is a
basis ofN . For subgroups of Zn, the analogous statement is the following:
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If N is a nonzero subgroup of Zn, then there exist

� a basis fv1; : : : ; vng of Zn,
� s � 1, and nonzero elements d1; d2; : : : ; ds of Z, with di divid-

ing dj if i � j

such that fd1v1; : : : ; dsvsg is a basis of N . In particular, N is free.
The key to this is the following statement about diagonalization of

rectangular matrices over Z. Say that a (not necessarily square) matrix
A D .ai;j / is diagonal if ai;j D 0 unless i D j . If A is m–by–n and
k D minfm; ng, write A D diag.d1; d2; : : : ; dk/ if A is diagonal and
ai;i D di for 1 � i � k.

Proposition 3.5.9. Let A be an m–by–n matrix over Z. Then there exist
invertible matrices P 2 Matm.Z/ and Q 2 Matn.Z/ such that PAQ D

diag.d1; d2; : : : ; ds; 0; : : : ; 0/, where the d 0
i s are positive and di divides dj

for i � j .

The matrix PAQ D diag.d1; d2; : : : ; ds; 0; : : : ; 0/, where di divides
dj for i � j is called the Smith normal form of A.5

Diagonalization of the matrixA is accomplished by a version of Gauss-
ian elimination (row and column reduction). Let us review the elementary
row and column operations of Gaussian elimination, and their implemen-
tation by pre– or post–mulitplication by elementary invertible matrices.

The first type of elementary row operation replaces some row ai of
A by that row plus an integer multiple of another row aj , leaving all other
rows unchanged. The operation of replacing ai by aiCˇaj is implemented
by multiplication on the left by the m–by-m matrix E C ˇEi;j , where E
is the m–by-m identity matrix, and Ei;j is the matrix unit with a 1 in the
.i; j / position. ECˇEi;j is invertible in Matm.Z/with inverseE�ˇEi;j .

For example, for m D 4,

E C ˇE2;4 D

2664
1 0 0 0

0 1 0 ˇ

0 0 1 0

0 0 0 1

3775 :
The second type of elementary row operation interchanges two rows.

The operation of interchanging the i–th and j–th rows is implemented by
multiplication on the left by the m–by-m permutation matrix Pi;j corre-
sponding to the transposition .i; j /. Pi;j is its own inverse.

5A Mathematica notebook SmithNormalForm.nb with a program for computing
Smith normal form of integer matrices is available on my web page.
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For example, for m D 4,

P2;4 D

2664
1 0 0 0

0 0 0 1

0 0 1 0

0 1 0 0

3775 :
The third type of elementary row operation replaces some row ai with

�ai . This operation is it’s own inverse, and is implemented by left multi-
plication by the diagonal matrix with 1’s on the diagonal except for a �1

in the .i; i/ position.
Elementary column operations are analogous to elementary row oper-

ations. They are implemented by right multiplication by invertible n–by–n
matrices.

We say that two matrices are row–equivalent if one is transformed
into the other by a sequence of elementary row operations; likewise, two
matrices are column–equivalent if one is transformed into the other by a
sequence of elementary column operations. Two matrices are equivalent
if one is transformed into the other by a sequence of elementary row and
column operations.

In the following discussion, when we say that a is smaller than b, we
mean that jaj � jbj; when we say that a is strictly smaller than b, we mean
that jaj < jbj.

Lemma 3.5.10. Suppose that A has nonzero entry ˛ in the .1; 1/ position.
(a) If there is a element ˇ in the first row or column that is not di-

visible by ˛, then A is equivalent to a matrix with smaller .1; 1/
entry.

(b) If ˛ divides all entries in the first row and column, then A is
equivalent to a matrix with .1; 1/ entry equal to ˛ and all other
entries in the first row and column equal to zero.

Proof. Suppose that A has an entry ˇ is in the first column, in the .i; 1/
position and that ˇ is not divisible by ˛. Write ˇ D ˛qCr where 0 < r <
j˛j. A row operation of type 1, ai �! ai � qa1 produces a matrix with r
in the .i; 1/ position. Then transposing rows 1 and i yields a matrix with
r in the .1; 1/ position. The case that A has an entry in the first row that is
not divisible by ˛ is handled similarly, with column operations rather than
row operations.

If ˛ divides all the entries in the first row and column, then row and
column operations of type 1 can be used to replace the nonzero entries by
zeros. n
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Proof of Proposition 3.5.9. If A is the zero matrix, there is nothing to
do. Otherwise, we proceed as follows:

Step 1. There is a nonzero entry of minimum size. By row and column
permutations, we can put this entry of minimum size in the .1; 1/ position.
Denote the .1; 1/ entry of the matrix by ˛. According to Lemma 3.5.10,
if there is a nonzero entry in the first row or column which is not divisible
by ˛, then A is equivalent to a matrix whose nonzero entry of least degree
is strictly smaller than ˛. If necessary, move the entry of minimum size to
the .1; 1/ position by row and column permutations.

Since the size of the .1; 1/ entry cannot be reduced indefinitely, after
some number of row or column operations which reduce the size of the
.1; 1/ entry, we have to reach a matrix whose .1; 1/ entry divides all other
entries in the first row and column. Then by row and column operations of
the first type, we obtain a block diagonal matrix26664

� 0 � � � 0

0
:::

0

B0

37775 :
Step 2. We wish to obtain such a block diagonal matrix as in Step 1

in which the .1; 1/ entry divides all the other matrix entries. If � no longer
has minimum size among nonzero entries, then apply row and column
interchanges to move an entry of minimum size to the .1; 1/ position. If
� is of minimum size, but some entry of B 0 is not divisible by �, replace
the first row of the large matrix by the sum of the first row and the row
containing the offending entry. This gives a matrix with � in the .1; 1/
position and at least one entry not divisible by � in the first row. In either
case, repeating Step 1 will give a new block diagonal matrix whose .1; 1/
entry is smaller than �.

Again, the size of the .1; 1/ entry cannot be reduced indefinitely, so
after some number of repetitions, we obtain a block diagonal matrix26664

d1 0 � � � 0

0
:::

0

B

37775 :
whose .1; 1/ entry d1 divides all the other matrix entries.

Step 3. By an appropriate inductive hypothesis, B is equivalent to a
diagonal matrix diag.d2; : : : ; dr ; 0; : : : ; 0/, with di dividing dj if 2 � i �

j . The row and column operations effecting this equivalence do not change
the first row or first column of the larger matrix, nor do they change the
divisibility of all entries by d1. Thus A is equivalent to a diagonal matrix
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with the required divisibility properties. The nonzero diagonal entries can
be made positive by row operations of type 3. n

Example 3.5.11. (Greatest common divisor of several integers.) The di-
agonalization procedure of Proposition 3.5.9 provides a means of comput-
ing the greatest common divisor d of several nonzero integers a1; : : : ; an
as well as integers t1; : : : ; tn such that d D t1a1 C � � � tnan. Let A de-
note the row matrix A D .a1; : : : ; an/. By Propsition 3.5.9, there exist an
invertible matrix P 2 Mat1.Z/ and an invertible matrix Q 2 Matn.Z/
such that PAQ is a diagonal 1–by–n matrix, PAQ D .d; 0; : : : ; 0/, with
d � 0. P is just multiplication by ˙1, so we can absorb it into Q, giving
AQ D .d; 0; : : : ; 0/. Let .t1; : : : ; tn/ denote the entries of the first column
of Q. Then we have d D t1a1 C � � � tnan, and d is in the subgroup of
Z generated by a1; : : : ; an. On the other hand, let .b1; : : : ; bn/ denote the
entries of the first row of Q�1. Then A D .d; 0; : : : ; 0/Q�1 imples that
ai D dbi for 1 � i � n. Therefore, d is nonzero, and is a common
divisor of a1; : : : ; an. It follows that d is the greatest common divisor of
a1; : : : ; an.

Lemma 3.5.12. Let .v1; : : : ; vn/ be a sequence of n elements of Zn. Let
P D Œv1; : : : ; vn� be the n–by–n matrix whose j th column is vj . The
following conditions are equivalent:

(a) fv1; : : : ; vng is an basis of Zn.
(b) fv1; : : : ; vng generates Zn.
(c) P is invertible in Matn.Z/.

Proof. Condition (a) trivially implies condition (b). If (b) holds, then each
standard basis element Oej is in Zfv1; : : : ; vng,

Oej D

X
i

ai;j vi : (3.5.1)

Let A D .ai;j /. The n equations 3.5.1 are equivalent to the single matrix
equation E D PA, where E is the n–by–n identity matrix. Thus, P is
invertible with inverse A 2 Matn.Z/.

If P is invertible with inverse A 2 Matn.Z/, then E D PA implies
that each standard basis element Oej is in Zfv1; : : : ; vng, so fv1; : : : ; vng

generates Zn. Moreover, ker.P / D f0g means that fv1; : : : ; vng is linearly
independent. n

We can now combine Proposition 3.5.9 and Lemma 3.5.12 to obtain
our main result about bases of subgroups of Zn.
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Theorem 3.5.13. IfN is a subgroup of Zn, thenN is a free abelian group
of rank s � n. Moreover, there exists a basis fv1; : : : ; vng of Zn, and there
exist positive integers d1; d2; : : : ; ds , such that di divides dj if i � j and
fd1v1; : : : ; dsvsg is a basis of N .

Proof. If N D f0g, there is nothing to do, so assume N is not the triv-
ial subgroup. We know from Proposition 3.5.7 that N is generated by no
more than n elements. Let fx1; : : : ; xsg be a generating set for N of min-
imum cardinality. Let A denotes the n–by–s matrix whose columns are
x1; : : : ; xs . According to Proposition 3.5.9, there exist invertible matrices
P 2 Matn.Z/ and Q 2 Mats.Z/ such that A0 D PAQ is diagonal,

A0
D PAQ D diag.d1; d2; : : : ; ds/:

We will see below that all the dj are necessarily nonzero. Again, according
to Proposition 3.5.9, P and Q can be chosen so that the di ’s are positive
and di divides dj whenever i � j . We rewrite the equation relating A0

and A as
AQ D P�1A0: (3.5.2)

Let fv1; : : : ; vng denote the columns ofP�1, and fw1; : : : ; wsg the columns
of AQ.

According to Lemma 3.5.12, fv1; : : : ; vng is a basis of Zn. Moreover,
sinceQ is invertible in Mats.Z/, it follows that fw1; : : : ; wsg generatesN .
(See Exercise 3.5.7.) Since s is the minimum cardinality of a generating
set for N , we have wj ¤ 0 for all j .

We can rewrite Equation (3.5.2) as

Œw1; : : : ; ws� D Œv1; : : : ; vn�A
0
D Œd1v1; : : : ; dsvs�:

Since the wj ’s are all nonzero, the dj ’s are all nonzero. But then, since
fv1; : : : ; vsg is linearly independent, it follows that fd1v1; : : : ; dsvsg is
linearly independent. Thus fw1; : : : ; wsg D fd1v1; : : : ; dsvsg is a basis of
N . n

Exercises 3.5

3.5.1. Consider Z as a subgroup of Q. Show that Z is not complemented;
that is, there is no subgroup N of Q such that Q D Z �N .

3.5.2. Show that Q is not a free abelian group.

3.5.3. Show that conditions (a) and (c) in Proposition 3.5.2 are equivalent.

3.5.4. Show that A subset of Zn is linearly independent over Z if, and only
if, it is linearly independent over Q.
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3.5.5. Show that Zn and Zm are nonisomorphic if m ¤ n.

3.5.6. Modify the proof of Proposition 3.5.7 to show that any subgroup of
Zn is free, of rank no more than n.

3.5.7. Let N be a subgroup of Zn, and let fx1; : : : ; xsg be a generating
set for N . Let Q be invertible in Mats.Z/. Show that the columns of the
n–by–s matrix Œx1; : : : ; xs�Q generate N .

3.5.8. Compute the greatest common divisor d of a1 D 290692787472,
a2 D 285833616, a3 D 282094050438, and a4 D 1488. Find integers
t1; t2; t3; t4 such that d D t1a1 C t2a2 C t3a3 C t4a4.

3.6. Finitely generated abelian groups
In this section, we obtain a structure theorem for finitely generated

abelian groups. The theorem states that any finitely generated abelian
group is a direct product of cyclic groups, with each factor either of in-
finite order or of order a power of a prime; furthermore, the number of the
cyclic subgroups appearing in the direct product decomposition, and their
orders, are unique. Two finite abelian groups are isomorphic if, and only
if, they have the same decomposition into a direct product of cyclic groups
of infinite or prime power order.

The Invariant Factor Decomposition
Every finite abelian group G is a quotient of Zn for some n. In fact,

if x1; : : : ; xn is a set of generators of minimum cardinality, we can define
a homomorphism of abelian groups from Zn onto G by '.

P
i ri Oei / DP

i rixi . Let N denote the kernel of '. According to Theorem 3.5.13,
N is free of rank s � n, and there exists a basis fv1; : : : ; vng of Zn and
positive integers d1; : : : ; ds such that

� fd1v1; : : : ; dsvsg is a basis of N and
� di divides dj for i � j .

Therefore

G Š Zn=N D .Zv1 ˚ � � � ˚ Zvn/=.Zd1v1 ˚ � � � ˚ Zdsvs/

The following lemma applies to this situation:

Lemma 3.6.1. LetA1; : : : ; An be abelian groups andBi � Ai subgroups.
Then

.A1 � � � � � An/=.B1 � � � � � Bn/ Š A1=B1 � � � � � An=Bn:
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Proof. Consider the homomorphism of A1 � � � � �An onto A1=B1 � � � � �

An=Bn defined by .a1; : : : ; an/ 7! .a1CB1; � � � ; anCBn/. The kernel of
this map is B1�� � ��Bn � A1�� � ��An, so by the isomorphism theorem
for modules,

.A1 � � � � � An/=.B1 � � � � � Bn/ Š A1=B1 � � � � � An=Bn:

n

Observe that Zvi=Zdivi Š Z=diZ D Zdi
, since

r 7! rvi C Zdivi

is a surjective Z–module homomorphism with kernel diZ. Applying Lemma
3.6.1 and this observation to the situation described above gives

G Š .Zv1 ˚ � � � ˚ Zvn/=.Zd1v1 ˚ � � � ˚ Zdsvs/

Š .Zv1=Zd1v1/ � � � � � .Zvs=Zdsvs/ � ZvsC1 � � � � Zvn

Š Z=diZ � � � � � Z=dsZ � Zn�s

D Zdi
� � � � � Zds

� Zn�s:

If some di were equal to 1, then Z=diZ would be the trivial group, so
could be dropped from the direct product. But this would display G as
generated by fewer than n elements, contradicting the minimality of n.

We have proved the existence part of the following fundamental theo-
rem:

Theorem 3.6.2. (Fundamental Theorem of Finitely Generated Abelian
Groups: Invariant Factor Form) Let G be a finitely generated abelian
group.

(a) G is a direct product of cyclic groups,

G Š Za1
� Za2

� � � � � Zas
� Zk;

where ai � 2, and ai divides aj for i � j .
(b) The decomposition in part (a) is unique, in the following sense:

If
G Š Zb1

� Zb2
� � � � � Zbt

� Z`;

where bj � 2, and bi divides bj for i � j , then ` D k, s D t ,
and aj D bj for all j .

An element of finite order in an abelian groupG is also called a torsion
element. It is easy to see that an integer linear combination of torsion ele-
ments is a torsion element, so the set of torsion elements forms a subgroup,
the torsion subgroup Gtor. We say that G is a torsion group if G D Gtor



i
i

“bookmt” — 2006/8/8 — 12:58 — page 196 — #208 i
i

i
i

i
i

196 3. PRODUCTS OF GROUPS

and that G is torsion free if Gtor D f0g. It is easy to see that G=Gtor is
torsion free. See Exercise 3.6.1.

An abelian group is finite if, and only if, it is a finitely generated tor-
sion group. (See Exercise 3.6.4.) Note that if G is finite, then ann.G/ D

fr 2 Z W rx D 0 for all x 2 Gg is a nonzero subgroup of Z (Exercise
3.6.5). Define the period of G to be the least positive element of ann.G/.
If a is the period ofG, then ann.G/ D aZ, since a subgroup of Z is always
generated by its least positive element.

Note that ifG is cyclic, then the period and order ofG coincide. How-
ever, Z2 � Z2 has period 2 but order 4. In general, if

G Š Zb1
� Zb2

� � � � � Zbt
;

where bj � 2, and bi divides bj for i � j , then the period ofG is bt . (See
Exercise 3.6.6)

Lemma 3.6.3. Let G be a finitely generated abelian group.
(a) If M D A � B , where A is a torsion subgroup, and B is free

abelian, then A D Gtor.
(b) G has a direct sum decompositionG D Gtor˚B , whereB is free

abelian. The rank of B in any such decomposition is uniquely
determined.

(c) G is a free abelian group if, and only if, G is torsion free.

Proof. We leave part (a) as an exercise. See Exercise 3.6.2. According
to the existence part of Theorem 3.6.2, G has a direct sum decomposition
G D A˚ B , where A is a torsion submodule, and B is free. By part (a),
A D Gtor. Consequently, B Š G=Gtor, so the rank of B is determined.
This proves part (b).

For part (c), note that any free module is torsion free. On the other
hand, if G is torsion free, then by the decomposition of part (b), G is
free. n

Lemma 3.6.4. Let x be a torsion element in an abelian group, with order
a and let p be a prime number.

(a) If p divides a, then Zx=pZx Š Zp.
(b) If p does not divide a, then pZx D Zx.

Proof. Consider the group homomorphism of Z onto Zx, r 7! r x, which
has kernel aZ. If p divides a, then pZ � aZ, and the image of pZ in
Zx is pZx. Hence by Proposition 2.7.13, Z=.p/ Š Zx=pZx. If p does
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not divide a, then p and a are relatively prime. Hence there exist integers
s; t such that sp C ta D 1. Therefore, for all integers r , r x D 1rx D

psrx C tarx D psrx (since ax D 0). It follows that Zx D pZx. n

Lemma 3.6.5. Suppose G is an abelian group, p is a prime number. and
pG D f0g. Then G is a vector space over Zp. Moreover, if ' W G �! G

is a surjective group homomorphism, then G is an Zp–vector space as
well, and ' is Zp–linear.

Proof. G is already an abelian group. We have to define a product Zp �

G ! G, and check the vector space axioms. The only reasonable way to
define the product is Œr�x D rx: for r 2 Z. This is well–defined on Zp
because if r � s .mod p/, then .r � s/x D 0 for all x 2 G, so rx D sx

for all x 2 G. It is now straightforward to check the vector space axioms.
Suppose that ' W G �! G is a surjective group homomorphism. For

x 2 G, p'.x/ D '.px/ D 0. Thus pG D p'.G/ D f0g, and G is a also
an Zp–vector space. Moreover,

'.Œr�x/ D '.rx/ D r'.x/ D Œr�'.x/;

so ' is Zp–linear. n

We are now ready for the proof of uniqueness in Theorem 3.6.2.

Proof of Uniqueness in Theorem 3.6.2 Suppose that G has two direct
product decompositions:

G D A0 � A1 � A2 � � � � � As;

where
� A0 is free abelian, and
� for i � 1, Ai Š Zai

, where
� ai � 2, and ai divides aj for i � j ;

and also
G D B0 � B1 � B2 � � � � � Bt ;

where
� B0 is free abelian, and
� for i � 1, Bi Š Zbi

, where
� bi � 2, and bi divides bj for i � j ;

We have to show that rank.A0/ D rank.B0/, s D t , and ai D bi for all
i � 1.

By Lemma 8.5.5 , we have

Gtor D A1 � � � � � As D B1 � B2 � � � � � Bt :
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Hence A0 Š G=Gtor Š B0. By uniqueness of rank, Proposition 3.5.5, we
have rank.A0/ D rank.B0/.

It now suffices to prove that the two decompositions of Gtor are the
same, so we may assume that G D Gtor for the rest of the proof.

Let a denote the period of G. By Exercise 3.6.6, as D bt D a.
We proceed by induction on the length of a, that is, the number of

primes (with multiplicity) occuring in an prime factorization of a. If this
number is one, then a is prime, and all of the bi and aj are equal to a.
In this case, we have only to show that s D t . Since aG D f0g, by
Lemma 3.6.5, G is an Za–vector space; moreover, the first direct product
decomposition gives G Š Zsa and the second gives G Š Zta as Za–vector
spaces. It follows that s D t by uniqueness of dimension.

We assume now that the length of a is greater than one and that the
uniqueness assertion holds for all finite abelian groups with a period of
smaller length.

Let p be prime number. Then x 7! px is a group endomorphism ofG
that maps each Ai into itself. According to Lemma 3.6.4, if p divides ai
then Ai=pAi Š Zp, but if p is relatively prime to ai , then Ai=pAi D f0g.

We have

G=pG Š .A1 � A2 � � � � � As/=.pA1 � pA2 � � � � � pAs/

Š A1=pA1 � A2=pA2 � � � � � As=pAs Š Zkp ;

where k is the number of ai such that p divides ai .
Since p.G=pG/ D f0g, according to Lemma 3.6.5, all the abelian

groups in view here are actually Zp–vector spaces and the isomorphisms
are Zp–linear. It follows that the number k is the dimension of G=pG as
an Zp–vector space. Applying the same considerations to the other direct
product decomposition, we obtain that the number of bi divisible by p is
also equal to dimZp

.G=pG/.
If p is an irreducible dividing a1, then p divides all of the ai , and

hence exactly s of the bi . Therefore, s � t . Reversing the role of the
two decompositions, we get t � s. Thus the number of factors in the two
decompositions is the same.

Fix an irreducible p dividing a1. Then p divides aj and bj for 1 �

j � s. Let k0 be the last index such that ak0 D p. Then pAj is cyclic of
period aj =p for j > k0, while pAj D f0g for j � k0, and

pG D pAk0C1 � � � � � pAs:

Likewise, let k00 be the last index such that bk00 D p. Then pBj is cyclic
of period bj =p for j > k00, while pBj D f0g for j � k00, and

pG D pBk00C1 � � � � � pBs:
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Applying the induction hypothesis to pG (which has period a=p)
gives k0 D k00 and ai=p D bi=p for all i > k0. Hence, ai D bi for
all i > k0. But for i � k0, we have ai D bi D p. n

The direct product decomposition of Theorem 3.6.2 is called the in-
variant factor decomposition. The numbers a1; a2; : : : ; as in the theorem
are called the invariant factors of G.

Example 3.6.6. As in Example 3.1.12, Z30 Š Z5 � Z3 � Z2. Similarly,
Z24 Š Z3�Z8. Therefore Z30�Z24 Š Z5�Z3�Z2�Z3�Z8. Regroup
these factors as follows: Z30 � Z24 Š .Z5 � Z3 � Z8/ � .Z3 � Z2/ Š

Z120 � Z6. This is the invariant factor decomposition of Z30 � Z24 The
invariant factors of Z30 � Z24 are 120; 6.

Corollary 3.6.7.
(a) LetG be an abelian group of order pn, where p is a prime. Then

G is a direct product of cyclic groups,

G Š Zpn1 � � � � � Zpnk ;

where n1 � n2 � � � � � nk , and
P
i ni D n,

(b) The sequence of exponents in part (a) is unique. That is, if m1 �

m2 � � � � � m`,
P
j mj D n, and

G Š Zpm1 � � � � � Zpm` ;

then k D ` and ni D mi for all i .

Proof. This is just the special case of the theorem for a group whose order
is a power of a prime. n

Example 3.6.8. Every abelian groups of order 32 is isomorphic to one of
the following: Z32, Z16 � Z2, Z8 � Z4, Z8 � Z2 � Z2,
Z4 � Z4 � Z2, Z4 � Z2 � Z2 � Z2, Z2 � Z2 � Z2 � Z2 � Z2.

Definition 3.6.9.
(a) A partition of a natural number n is a sequence of natural num-

bers n1 � n2 � � � � � ns such that
P
i ni D n.

(b) Let G be an abelian group of order pn. There exist uniquely
determined partition .n1; n2; : : : ; nk/ of n such thatG Š Zpn1 �

� � � � Zpns . The partition is called the type of G.
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The type of an abelian group of prime power order determines the
group up to isomorphism. The number of different isomorphism classes of
abelian groups of order pn is the number of partitions of n. The number
does not depend on p.

Example 3.6.10. For example, the distinct partitions of 7 are (7), (6, 1),
(5, 2), (5, 1, 1), (4, 3), (4, 2, 1), (4, 1, 1, 1), (3, 3, 1), (3, 2, 2), (3, 2, 1, 1),
(3, 1, 1, 1, 1), (2, 2, 2, 1), (2, 2, 1, 1, 1), (2, 1, 1, 1, 1, 1), and (1, 1, 1, 1, 1,
1, 1). So there are 15 different isomorphism classes of abelian groups of
order p7 for any prime p.

Corollary 3.6.11. (Cauchy’s theorem for Finite Abelian Groups) If G is a
finite abelian group and p is a prime dividing the order of G, then G has
an element of order p.

Proof. Since G is a direct product of cyclic groups, p divides the order
of some cyclic subgroup C of G, and C has an element of order p by
Proposition 2.2.32. n

Let p be a prime. Recall that a group G is called a p–group if every
element has finite order and the order of every element is a power of p.

Corollary 3.6.12. A finite abelian group is a p–group if, and only if, its
order is a power of p.

Proof. If a finite group G has order pk , then every element has order a
power of p, by Lagrange’s theorem. Conversely, a finite abelian p–group
G has no element of order q, for any prime q diffferent from p. According
to Cauchy’s theorem for abelian groups, no prime other than p divides the
order of G. n

The Primary Decomposition

Proposition 3.6.13. LetG be a finite abelian group of cardinality n. Write
n D ˛1˛2 � � �˛s , where the ˛i are pairwise relatively prime natural num-
bers, each at least 2. LetGi D fx 2 G W ˛ix D 0g. ThenGi is a subgroup
and

G D G1 �G2 � � � � �Gs:
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Proof. If x and y are elements of Gi , then ˛i .x C y/ D ˛ix C ˛iy D 0,
and ˛i .�x/ D �˛ix D 0, so Gi is closed under the group operation and
inverses.

For each index i let ri D n=˛i ; that is, ri is the largest divisor of n
that is relatively prime to ˛i . For all x 2 G, we have rix 2 Gi , because
˛i .rix/ D nx D 0. Furthermore, if x 2 Gj for some j ¤ i , then rix D 0,
because j̨ divides ri .

The greatest common divisor of fr1; : : : ; rsg is 1. Therefore, there
exist integers t1; : : : ; ts such that t1r1 C � � � C tsrs D 1. Hence for any
x 2 G, x D 1x D t1r1x C � � � C tsrsx 2 G1 C G2 C � � � C Gs . Thus
G D G1 C � � � CGs .

Suppose that xj 2 Gj for 1 � j � s and
P
j xj D 0. Fix an index i .

Since rixj D 0 for j ¤ i , we have

0 D ri .
X
j

xj / D

X
j

rixj D rixi :

Because ri is relatively prime to the order of each nonzero element of Gi ,
it follows that xi D 0. Thus by Proposition 3.5.1, G D G1 � � � � �Gs . n

Let G be a finite abelian group. For each prime number p define

GŒp� D fg 2 G W o.g/ is a power of pg:

It is straightforward to check that GŒp� is a subgroup of G. Since the
order of any group element must divide the order of the group, we have
GŒp� D f0g if p does not divide the order of G.

Let p be a prime integer. A group (not necessarily finite or abelian) is
called a p-group if every element has finite order pk for some k � 0. So
GŒp� is a p–subgroup of G.

Theorem 3.6.14. (Primary decomposition theorem) Let G be a finite
abelian group and let p1; : : : ; ps be the primes dividing jGj. Then
G Š GŒp1� � � � � �GŒps�.

Proof. Let n D p
k1

1 p
k2
s � � �p

ks
s be the prime decomposition of n D jGj.

Applying the previous proposition with ˛i D p
ki

i gives the result. n

The decomposition of Theorem 3.6.14 is called the primary decompo-
sition of G.

Corollary 3.6.15. (Sylow’s theorem for Finite Abelian Groups) If G is a
finite abelian group, then for each prime p, the order ofGŒp� is the largest
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power of p dividing jGj. Moreover, any subgroup of G whose order is a
power of p is contained in GŒp�.

Proof. By Corollary 3.6.12, the order of GŒp� is a power of p. Since
jGj D

Q
p jGŒp�j, it follows that jGŒp�j is the largest power of p dividing

jGj. If A is a subgroup of G whose order is a power of p, then A is a
p–group, so A � GŒp�, by definition of GŒp�. n

The primary decomposition and the Chinese remainder theorem. For
the remainder of this subsection, we study the primary decomposition of
a cyclic group. The primary decomposition of a cyclic group is closely
related to the Chinese remainder theorem, as we shall now discuss in detail.
Let n D ˛1˛2 � � �˛s , where the ˛i are pairwise relatively prime natural
numbers, each at least 2. We know that

Zn Š Z˛1
� � � � � Z˛s

:

(See Example 3.1.12.) On, the other hand,

Zn D G1 � � � � �Gs;

where Gi D fŒx� 2 Zn W ˛i Œx� D 0g, by Proposition 3.6.13.
In fact, the second direct product decomposition is the internal version

of the first. We claim that Gi is cyclic of order ˛i , with generator Œri �,
where ri D n=˛i . Since ˛i divides n, we know that Zn has a unique
subgroup Ai of order ˛i , which is generated by Œri �; see Corollary 2.2.26.
But ˛i Œx� D 0 for Œx� 2 Ai , so Ai � Gi for each i ; consequently, ˛i �

jGi j. Since n D
Q
i ˛i �

Q
i jGi j D n, it follows that jGi j D ˛i , so

Gi D Ai for all i .
The decomposition Zn D G1 � � � � � Gs can be computed explicitly.

As in the proof of Proposition 3.6.13 there exist integers t1; t2; : : : ; ts such
that 1 D t1r1 C t2r2 C � � � C tsrs . (For the computation of the integers
t1; t2; : : : ; ts , see Example 3.5.11.) Thus for any x 2 Z, x D xt1r1 C

xt2r2 C � � � C xtsrs . Taking residues mod n, Œx� D xt1Œr1� C xt2Œr2� C

� � � C xtsŒrs�. This is the decomposition of Œx� with components in the
subgroups Gi .

Example 3.6.16. Consider the primary decomposition of Z60,

Z60 D GŒ2� �GŒ3� �GŒ5�;

whereGŒ2� is the unique subgroup of Z60 of size 4, namelyGŒ2� D hŒ15�i;
GŒ3� is the unique subgroup of Z60 of size 3, namely GŒ3� D hŒ20�i; and
GŒ5� is the unique subgroup of Z60 of size 5, namely GŒ5� D hŒ12�i. We
can compute integers t1; t2, and t3 satisfying t115 C t220 C t312 D 1,
namely .�5/15 C .5/20 C .�2/12 D 1. Therefore, for any integer x,
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Œx� D �5xŒ15�C5xŒ20��2xŒ12�. This gives us the unique decomposition
of Œx� as a sum Œx� D a2 C a3 C a5, where aj 2 GŒj �. For example,
Œ13� D �65Œ15�C 65Œ20� � 26Œ12� D 3Œ15�C 2Œ20�C 4Œ12�.

Using similar considerations, we can also obtain a procedure for solv-
ing any number of simultaneous congruences.

Theorem 3.6.17. (Chinese remainder theorem). Suppose ˛1, ˛2, . . . ,˛s
are pairwise relatively prime natural numbers, and x1,x2, . . . , xs are inte-
gers. There exists an integer x such that x � xi .mod ˛i / for 1 � i � s.
Moreover, x is unique up to congruence mod n D ˛1˛2 � � �˛s .

Proof. We wish to find integers yi for 1 � i � s such that

yi � 0 .mod j̨ / for j ¤ i and yi � 1 .mod ˛i /:

If this can be done, then

x D x1y1 C x2y2 C � � � xsys

is a solution to the simultaneous congruence problem. As a first approx-
imation to yi , take ri D n=˛i . Then ri � 0 .mod j̨ / for j ¤ i .
Moreover, ri is relatively prime to ˛i , so there exist integers ui ; vi such
that 1 D uiri C vi˛i . Set yi D uiri . Then yi D uiri � 1 .mod ˛i / and
yi � 0 .mod j̨ / for j ¤ i . The proof of the uniqueness statement is left
to the reader; see Exercise 3.6.13. n

Example 3.6.18. For any integers a; b; c find an integer x such that x �

a .mod 4/, x � b .mod 3/, and x � c .mod 5/. Put n D 4 � 3 �

5 D 60, r1 D n=4 D 15, r2 D n=3 D 20, and r3 D n=5 D 12.
Then 15 is congruent to zero mod 3 and 5, and invertible mod 4; .3/15 �

1 .mod 4/; 20 is congruent to zero mod 4 and 5, and invertible mod 3;
.2/20 � 1 .mod 3/; 12 is congruent to zero mod 3 and 4, and invertible
mod 5; .3/12 � 1 .mod 5/. Put y1 D 45, y2 D 40, and y3 D 36.

For any a; b; c, x D 45aC40bC36c is a solution to the simultaneous
congruence problem. The solution is unique only up to congruence mod
60, so we can reduce mod 60 to find a unique solution x with 0 � x � 59.

For example, let us find x congruent to 0 mod 4, congruent to 2 mod
3, and congruent to 4 mod 5. We can take x D .0/45C .2/40C 4.36/ D

224 � 44 .mod 60/.
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The Elementary Divisor Decomposition

Lemma 3.6.19. Any finite abelian group is a direct product of cyclic
groups, each of which has order a power of a prime.

Proof. A finite abelian group G is a direct product of its subgroups GŒp�.
Each GŒp� is in turn a direct product of cyclic groups of order a power of
p, by Corollary 3.6.7. n

Lemma 3.6.20. Suppose a finite abelian group G is an internal direct
product of a collection fCig of cyclic subgroups each of order a power of a
prime. Then for each prime p, the sum of those Ci whose order is a power
of p is equal to GŒp�.

Proof. Denote by AŒp� the sum of those Ci whose order is a power of p.
Then AŒp� � GŒp� and G is the internal direct product of the subgroups
AŒp�. Since G is also the internal direct product of the subgroups GŒp�, it
follows that AŒp� D GŒp� for all p. n

Example 3.6.21. Consider G D Z30 � Z50 � Z28. Then
G Š .Z3 � Z2 � Z5/ � .Z25 � Z2/ � .Z4 � Z7/

Š .Z4 � Z2 � Z2/ � Z3 � .Z25 � Z5/ � Z7:

ThusGŒ2� Š Z4�Z2�Z2,GŒ3� Š Z3,GŒ5� Š Z25�Z5, andGŒ7� Š Z7.
GŒp� D 0 for all other primes p.

Theorem 3.6.22. (Fundamental Theorem of Finitely Generated Abelian
Groups: Elementary Divisor Form). Every finite abelian group is isomor-
phic to a direct product of cyclic groups of prime power order. The number
of cyclic groups of each order appearing in such a direct product decom-
position is uniquely determined.

Proof. We have already have observed that a finite abelian group G is
isomorphic to a direct product of cyclic groups of prime power order. We
need to verify the uniquenes of the orders of the cyclic groups appearing
in such a direct product decompostion.

Suppose fCi W 1 � i � N g and fDj W 1 � j � M g are two families
of cyclic subgroups of G of prime power order such that

G D C1 � � � � � CN D D1 � � � � �DM :
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Group each family of cyclic subgroups according to the primes dividing
jGj,

fCig D

[
p

fC
p
i W 1 � i � N.p/g; and

fDj g D

[
p

fD
p
j W 1 � j � M.p/g;

where each Cpi andDpj has order a power of p. According to the previous

lemma,
PN.p/
iD1 C

p
i D

PM.p/
jD1 D

p
j D GŒp� for each prime p dividing jGj.

It follows from Corollary 3.6.7 and Corollary 3.6.15 that N.p/ D M.p/

and
fjC

p
i j W 1 � i � N.p/g D fjD

p
j j W 1 � j � N.p/g:

It follows that M D N and

fjCi j W 1 � i � N g D fjDj j W 1 � j � N g:

n

The direct product decomposition of a finite abelian group with factors
cyclic groups of prime power order is called the elementary divisor decom-
position. The orders of the factors are called the elementary divisors of G.

Example 3.6.23. Consider the exampleG D Z30�Z50�Z28 again. The
the elementary divisor decomposition of G is:

G Š .Z4 � Z2 � Z2/ � Z3 � .Z25 � Z5/ � Z7:

The elementary divisors are 4; 2; 2; 3; 25; 5; 7. The invariant factor dec-
composition can be obtained regrouping the factors as follows:

G Š .Z4 � Z3 � Z25 � Z7/ � .Z2 � Z5/ � Z2

Š Z4�3�25�7 � Z2�5 � Z2

Š Z2100 � Z10 � Z2:

The elementary divisors of a finite abelian group can be obtained from
any direct product decomposition of the group with cyclic factors, as illus-
trated in the previous example. IfG Š Za1

�� � ��Zan
, then the elementary

divisors are the prime power factors of the integers a1; a2; : : : ; an.
The invariant factors can be obtained from the elementary divisors by

the following algorithm, which was illustrated in the example:
1. Group together the elementary divisors belonging to each prime

dividing the order of G, and arrange the list for each prime in
weakly decreasing order.

2. Multiply the largest entries of each list to obtain the largest in-
variant factor.
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3. Remove the largest entry in each list. Multiply the largest re-
maining entries of each non-empty list to obtain the next largest
invariant factor.

4. Repeat the previous step until all the lists are exhausted.

Example 3.6.24. In the previous example, the lists of elementary divisors,
grouped by primes and arranged in decreasing order are: .4; 2; 2/, .25; 5/,
.3/, .7/. The largest invariant factor is 4 � 25 � 3 � 7 D 2100. The
remaining non-empty lists are .2; 2/, .5/. The next largest invariant factor
is 2 � 5 D 10, and the remaining non-empty list is .2/. Thus the last
(smallest) invariant factor is 2.

Example 3.6.25. Classify the abelian groups of order 4200. The prime
decomposition of 4200 is 4200 D 23 � 3 � 52 � 7. Therefore any abelian
group G of order 4200 has the primary decomposition G D GŒ2��GŒ3��

GŒ5��GŒ7�, whereGŒ2� has order 23, GŒ3� has order 3, GŒ5� has order 52,
and GŒ7� has order 7.

If pk is the largest power of the prime p dividing the order of G, then
the possibilities for GŒp� are parametrized by partitions of k. We arrange
the data in a table as follows:

prime p prime power pk partitions of k possible groups GŒp�
dividing jGj

2 23
.3/

.2; 1/

.1; 1; 1/

Z8
Z4 � Z2

Z2 �Z2 � Z2
3 3 .1/ Z3

5 52
.2/

.1; 1/

Z25
Z5 � Z5

7 7 .1/ Z7

The isomorphism classes of abelian groups of order 4200 are obtained
by choosing one group from each row of the rightmost column of the table
and forming the direct product of the chosen groups. There are 6 possibil-
ities for the elementary divisor decompositions:

Z8 � Z3 � Z25 � Z7;
Z8 � Z3 � Z5 � Z5 � Z7;
Z4 � Z2 � Z3 � Z25 � Z7;
Z4 � Z2 � Z3 � Z5 � Z5 � Z7;
Z2 � Z2 � Z2 � Z3 � Z25 � Z7;
Z2 � Z2 � Z2 � Z3 � Z5 � Z5 � Z7:
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The corresponding invariant factor decompositions are:

Z4200;
Z840 � Z5;
Z2100 � Z2;
Z420 � Z10;
Z1050 � Z2 � Z2;
Z210 � Z10 � Z2:

The group of units in ZZZNNN

The rest of this section is devoted to working out the structure of the
group ˚.N/ of units in ZN . It would be safe to skip this material on first
reading and come back to it when it is needed.

Recall that ˚.N/ has order '.N /, where ' is the Euler ' function.
The following theorem states that for a prime p, ˚.p/ is cyclic of order
p � 1.

Theorem 3.6.26. LetK be a finite field of order n. Then the multiplicative
group of units of K is cyclic of order n � 1. In particular, for p a prime
number, the multiplicative group ˚.p/ of units of Zp is cyclic of order
p � 1.

Proof. Let K� denote the multiplicative group of nonzero elements of K.
Then K� is abelian of order n � 1.

Let m denote the period of K�. On the one hand, m � n � 1 D jK�j.
On the other hand, xm D 1 for all elements of K�, so the polynomial
equation xm � 1 D 0 has n � 1 distinct solutions in the field K. But the
number of distinct roots of a polynomial in a field is never more than the
degree of the polynomial (Corollary 1.8.24), so n�1 � m. Thus the period
of K� equals the order n � 1 of K�.

But the period and order of a finite abelian group are equal if, and only
if, the group is cyclic. This follows from the fundamental theorem of finite
abelian groups, Theorem 3.6.2. n

Remark 3.6.27. Note that while the proof insures that the group of units of
K� is cyclic, it does not provide a means of actually finding a generator!
In particular, it is not obvious how to find a nonzero element of Zp of
multiplicative order p � 1.

Proposition 3.6.28.
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(a) If N has prime decomposition N D p
k1

1 p
k2

2 � � �p
ks
s , then

˚.N/ Š ˚.p
k1

1 / � ˚.p
k2

2 / � � � � � ˚.pks
s /:

(b) ˚.2/ and ˚.4/ are cyclic. ˚.2n/ Š Z2 � Z2n�2 if n � 3.
(c) If p is an odd prime, then for all n, ˚.pn/ Š Zpn�1.p�1/ Š

Zpn�1 � Zp�1.

Proof. Part (a) follows from Example 3.1.4 and induction on s.
The groups ˚.2/ and ˚.4/ are of orders 1 and 2, respectively, so they

are necessarily cyclic. For n � 3, we have already seen in Example 2.2.34
that ˚.2n/ is not cyclic and that ˚.2n/ contains three distinct elements of
order 2, and in Exercise 2.2.30 that Œ3� has order 2n�1 in˚.2n/. The cyclic
subgroup hŒ3�i contains exactly one of the three elements of order 2. If a
is an element of order 2 not contained in hŒ3�i, then hai \ hŒ3�i D Œ1�, so
the subgroup generated by hai and hŒ3�i is a direct product, isomorphic
to Z2 � Z2n�1 . Because j˚.2n/j D jZ2 � Z2n�1 j D 2n�1, we have
˚.2n/ D hai � hŒ3�i Š Z2 � Z2n�1 . This completes the proof of part
(b).

Now let p be an odd prime, and let n � 1. Lemma 3.6.26 already
shows that ˚.pn/ is cyclic when n D 1, so we can assume n � 2.

Using Lemma 3.6.26, we obtain a natural number a such that ap�1 �

1 .mod p/ and a` 6� 1 .mod p/ for ` < p � 1.
We claim that the order of Œap

n�1

� in ˚.pn/ is .p � 1/. In any case,
.ap

n�1

/p�1 D ap
n�1.p�1/ � 1 .mod pn/ so the order ` of Œap

n�1

�

divides p�1. But we have ap � a .mod p/, so ap
n�1

� a .mod p/, and
ap

n�1` � a` .mod p/. If ` < p � 1, then ap
n�1` � a` is not congruent

to 1 modulo p, so it is not congruent to 1 modulo pn. Therefore, the order
of Œap

n�1

� is p � 1 as claimed.
It follows from Exercise 1.9.10 that the order of Œp C 1� in ˚.pn/ is

pn�1.
We now have elements x D Œap

n�1

� of order p � 1 and y D Œp C 1�

of order pn�1 in ˚.pn/. Since the orders of x and y are relatively prime,
the order of the product xy is the product of the orders pn�1.p� 1/. Thus
˚.pn/ is cyclic.

Another way to finish the proof of part (c) is to observe that
hxi \ hyi D f1g, since the orders of these cyclic subgroups are relatively
prime. It follows then that the subgroup generated by x and y is the direct
product hxi � hyi Š Zp�1 � Zpn�1 Š Zpn�1.p�1/. n
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Remark 3.6.29. All of the isomorphisms here are explicit, as long as we
are able to find a generator for ˚.p/ for all primes p appearing in the
decompositions.

Exercises 3.6

3.6.1. LetG be an abelian group. Show thatGtor is a subgroup andG=Gtor
is torsion free

3.6.2. Let G be an abelian group. Suppose that G D A � B , where A is a
torsion group and B is free abelian. Show that A D Gtor.

3.6.3. Let B be a maximal linearly independent subset of an abelian group
G. Show that ZB is free and that G=ZB is a torsion group.

3.6.4. Show that an abelian group is finite if, and only if, it is a finitely
generated torsion group.

3.6.5. LetG be a finite abelian group. Show that ann.G/ D fr 2 Z W rx D

0 for all x 2 Gg is a nonzero subgroup of Z. Show that ann.G/ D aZ,
where a is the smallest positive element of ann.G/.

3.6.6. Suppose
G Š Zb1

� Zb2
� � � � � Zbt

;

where bj � 2, and bi divides bj for i � j . Show that the period of G is
bt .

3.6.7. Find the elementary divisor decomposition and the invariant factor
decomposition of Z108 � Z144 � Z9.

3.6.8. Find all abelian groups of order 108. For each group, find the ele-
mentary divisor decomposition, and the invariant factor decomposition.

3.6.9. Find all abelian groups of order 144. For each group, find the ele-
mentary divisor decomposition, and the invariant factor decomposition.

3.6.10. How many abelian groups are there of order 128, up to isomor-
phism?

3.6.11. Consider Z36. Note that 36 D 4 � 9.
(a) Give the explicit primary decomposition of Z36,

Z36 D AŒ2� � AŒ3�:

(b) Find the explicit decomposition Œ24� D a2 C a3, where aj 2

AŒj �.
(c) Find the unique x satisfying 0 � x � 35, with x � 3 .mod 4/,

x � 6 .mod 9/.
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3.6.12. Consider Z180. Note that 180 D 4 � 9 � 5.
(a) Give the explicit primary decomposition of Z180,

Z180 D AŒ2� � AŒ3� � AŒ5�:

(b) Find the explicit decomposition Œ24� D a2 C a3 C a5, where
aj 2 AŒj �.

(c) Find the unique x satisfying 0 � x � 179, with x � 3 .mod 4/,
x � 6 .mod 9/, and x � 4 .mod 5/.

In order to do the computations in part (b), you will need to find integers
t2; t3; t5 such that t2 � 45C t3 � 20C t5 � 36 D 1.

3.6.13. Prove the uniqueness statement in the Chinese remainder theorem,
Theorem 1.7.9.

3.6.14. Show that .Z10 � Z6/=A Š Z2 � Z3, where A is the cyclic sub-
group of Z10 � Z6 generated by .Œ2�10; Œ3�6/.

3.6.15. How many abelian groups are there of order p5q4, where p and q
are distinct primes?

3.6.16. Show that Za � Zb is not cyclic if g:c:d:.a; b/ � 2.

3.6.17. Let G be a finite abelian group, let p1; : : : ; pk be the primes di-
viding jGj. For b 2 G, write b D b1 C � � � C bk , where bi 2 GŒpi �. Show
that o.b/ D

Q
i o.bi /:

3.6.18. Suppose a finite abelian group G has invariant factors
.m1; m2; : : : ; mk/. Show that G has an element of order s if, and only
if, s divides m1.

3.6.19. Find the structure of the group ˚.n/ for n � 20.
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CHAPTER 4

Symmetries of Polyhedra

4.1. Rotations of Regular Polyhedra
There are five regular polyhedra: the tetrahedron, the cube, the octahe-
dron, the dodecahedron (12 faces), and the icosahedron (20 faces). See
Figure 4.1.1 on the following page.

In this section, we will work out the rotational symmetry groups of the
tetrahedron, cube, and octahedron, and in the following section we will
treat the dodecahedron and icosahedron. In later sections, we will work
out the full symmetry groups, with reflections allowed as well as rotations.

It is convenient to have physical models of the regular polyhedra that
you can handle while studying their properties. In case you can’t get any
ready-made models, I have provided you (at the end of the book, Appendix
E) with patterns for making paper model. I urge you to obtain or construct
models of the regular polyhedra before continuing with your reading.

Now that you have your models of the regular polyhedra, we can pro-
ceed to obtain their rotation groups. We start with the tetrahedron.

Definition 4.1.1. A line is an n–fold axis of symmetry for a geometric
figure if the rotation by 2�=n about this line is a symmetry.

For each n–fold axis of symmetry, there are n� 1 nonidentity symme-
tries of the figure, namely the rotations by 2k�=n for 1 � k � n � 1.

The tetrahedron has four 3–fold axes of rotation, each of which passes
through a vertex and the centroid of the opposite face. These give eight
nonidentity group elements, each of order 3. See Figure 4.1.2 on page 213.

The tetrahedron also has three 2–fold axes of symmetry, each of which
passes through the centers of a pair of opposite edges. These contribute
three nonidentity group elements, each of order 2. See Figure 4.1.3 on
page 213.

Including the identity, we have 12 rotations. Are these all of the ro-
tational symmetries of the tetrahedron? According to Proposition 1.4.1,
every symmetry of the tetrahedron is realized by a linear isometry of R3;

211
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212 4. SYMMETRIES OF POLYHEDRA

Figure 4.1.1. The regular polyhedra.

the rotational symmetries of the tetrahedron are realized by rotations of
R3. Furthermore, every symmetry permutes the vertices of the tetrahe-
dron, by Exercise 1.4.7, and fixes the center of mass of the tetrahedron,
which is the average of the vertices. It follows that a symmetry also carries
edges to edges and faces to faces. Using these facts, we can show that we
have accounted for all of the rotational symmetries. See Exercise 4.1.7.

The rotation group acts faithfully as permutations of the four vertices;
this means there is an injective homomorphism of the rotation group into
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Figure 4.1.2. Three-fold axis of the tetrahedron.

Figure 4.1.3. Two–fold axis of the tetrahedron.

S4. Under this homomorphism the eight rotations of order 3 are mapped
to the eight 3–cycles in S4. The three rotations of order 2 are mapped to
the three elements .12/.34/; .13/.24/, and .14/.23/. Thus the image in S4
is precisely the group of even permutations A4.

Proposition 4.1.2. The rotation group of the tetrahedron is isomorphic to
the group A4 of even permutations of four objects.

Let us also work out the matrices that implement the rotations of the
tetrahedron. First we need to figure out how to write the matrix for a
rotation through an angle � about the axis determined by a unit vector Ov.
Of course, there are two possible such rotations, which are inverses of each
other; let’s agree to find the one determined by the “right–hand rule,” as in
Figure 4.1.4 on the next page.
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Figure 4.1.4. Right–hand rule.

If Ov is the first standard coordinate vector

Oe1 D

2410
0

35;
then the rotation matrix is

R� D

241 0 0

0 cos � sin �
0 � sin � cos �

35 :
To compute the matrix for the rotation about the vector Ov, first we need
to find additional vectors Ov2 and Ov3 such that f Ov1 D Ov; Ov2; Ov3g form a
right–handed orthonormal basis of R3; that is, the three vectors are of
unit length, mutually orthogonal, and the determinant of the matrix V D

Œ Ov1; Ov2; Ov3� with columns Ovi is 1, or equivalently, Ov3 is the vector cross-
product Ov1 � Ov2. V is the matrix that rotates the standard right–handed
orthonormal basis f Oe1; Oe2; Oe3g onto the basis f Ov1; Ov2; Ov3g. The inverse of
V is the transposed matrix V t , because the matrix entries of V tV are the
inner products h Ovi ; Ovj i D ıij . The matrix we are looking for is VR�V t ,
because the matrix first rotates the orthonormal basisf Ovig onto the standard
orthonormal basisf Oeig, then rotates through an angle � about Oe1, and then
rotates the standard basis f Oeig back to the basis f Ovig.

Consider the points2411
1

35 ;
24 1

�1

�1

35 ;
24�1

�1

1

35 ; and

24�1

1

�1

35 :
They are equidistant from each other, and the sum of the four is 0, so the
four points are the vertices of a tetrahedron whose center of mass is at the
origin.

One 3–fold axis of the tetrahedron passes through the origin and the

point

2411
1

35: Thus the right-handed rotation through the angle 2�=3 about
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the unit vector .1=
p
3/

2411
1

35 is one symmetry of the tetrahedron. In Exer-

cise 4.1.1, you are asked to compute the matrix of this rotation. The result
is the permutation matrix

R D

240 0 1

1 0 0

0 1 0

35 :
In Exercise 4.1.2, you are asked to show that the matrices for rotations of
order 2 are the diagonal matrices with two entries of �1 and one entry
of 1. These matrices generate the group of order 4 consisting of diagonal
matrices with diagonal entries of ˙1 and determinant equal to 1.

Finally, you can show (Exercise 4.1.3) that these diagonal matrices and
the permutation matrix R generate the group of rotation matrices for the
tetrahedron. Consequently, we have the following result:

Proposition 4.1.3. The group of rotational symmetries of the tetrahedron
is isomorphic to the group of signed permutation matrices that can be writ-
ten in the form DRk , where D is a diagonal signed permutation matrix

with determinant 1, R D

240 0 1

1 0 0

0 1 0

35, and 0 � k � 2.

Now we consider the cube. The cube has four 3–fold axes through
pairs of opposite vertices, giving eight rotations of order 3. See Fig-
ure 4.1.5.

Figure 4.1.5. Three–
fold axis of the cube.

Figure 4.1.6. Four–
fold axis of the
cube.
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There are also three 4–fold axes through the centroids of opposite
faces, giving nine nonidentity group elements, three of order 2 and six
of order 4. See Figure 4.1.6 on the previous page.

Finally, the cube has six 2–fold axes through centers of opposite edges,
giving six order 2 elements. See Figure 4.1.7. With the identity, we have
24 rotations.

Figure 4.1.7. Two–
fold axis of the
cube.

Figure 4.1.8. Diago-
nals of cube.

As for the tetrahedron, we can show that we have accounted for all of
the rotational symmetries of the cube. See Exercise 4.1.8.

Now we need to find an injective homomorphism into some permuta-
tion group induced by the action of the rotation group on some set of geo-
metric objects associated with the cube. If we choose vertices, or edges,
or faces, we get homomorphisms into S8, S12, or S6 respectively. None of
these choices look very promising, since our group has only 24 elements.

The telling observation now is that vertices (as well as edges and faces)
are really permuted in pairs. So we consider the action of the rotation
group on pairs of opposite vertices, or, what amounts to the same thing, on
the four diagonals of the cube. See Figure 4.1.8. This gives a homomor-
phism of the rotation group of the cube into S4. Since both the rotation
group and S4 have 24 elements, to show that this is an isomorphism, it
suffices to show that it is injective, that is, that no rotation leaves all four
diagonals fixed. This is easy to check.

Proposition 4.1.4. The rotation group of the cube is isomorphic to the
permutation group S4.

The close relationship between the rotation groups of the tetrahedron
and the cube suggests that there should be tetrahedra related geometrically
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to the cube. In fact, the choice of coordinates for the vertices of the tetra-
hedron in the preceding discussion shows how to embed a tetrahedron in

the cube: Take the vertices of the cube at the points

24˙1

˙1

˙1

35. Then those

four vertices that have the property that the product of their coordinates
is 1 are the vertices of an embedded tetrahedron. The remaining vertices
(those for which the product of the coordinates is �1) are the vertices of
a complementary tetrahedron. The even permutations of the diagonals of
the cube preserve the two tetrahedra; the odd permutations interchange the
two tetrahedra See Figure 4.1.9.

Figure 4.1.9. Cube with inscribed tetrahedra.

This observation also lets us compute the 24 matrices for the rotations
of the cube very easily. Note that the 3–fold axes for the tetrahedron are
also 3–fold axes for the cube, and the 2–fold axes for the tetrahedron are
4–fold axes for the cube. In particular, the symmetries of the tetrahedron
form a subgroup of the symmetries of the cube of index 2. Using these
considerations, we obtain the following result; see Exercise 4.1.5.

Proposition 4.1.5. The group of rotation matrices of the cube is isomor-
phic to the group of 3–by–3 signed permutation matrices with determinant
1. This group is the semidirect product of the group of order 4 consisting of
diagonal signed permutation matrices with determinant 1, and the group
of 3–by–3 permutation matrices.
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Corollary 4.1.6. S4 is isomorphic to the group of 3–by–3 signed permu-
tation matrices with determinant 1.

Each convex polyhedron T has a dual polyhedron whose vertices are
at the centroids of the faces of T ; two vertices of the dual are joined by
an edge if the corresponding faces of T are adjacent. The dual polyhedron
has the same symmetry group as does the original polyhedron.

Proposition 4.1.7. The octahedron is dual to the cube, so its group of
rotations is also isomorphic to S4 (Figure 4.1.10).

Figure 4.1.10. Cube and octahedron.

Exercises 4.1

4.1.1.

(a) Given a unit vector Ov1, explain how to find two further unit vec-
tors Ov2 and Ov3 such that the f Ovig form a right–handed orthonor-
mal basis.

(b) Carry out the procedure for Ov1 D .1=
p
3/

2411
1

35:
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(c) Compute the matrix of rotation through 2�=3 about the vector2411
1

35; and explain why the answer has such a remarkably simple

form.

4.1.2. Show that the midpoints of the edges of the tetrahedron are at the
six points

˙ Oe1;˙ Oe2;˙ Oe3:

Show that the matrix of the rotation by � about any of the 2–fold axes of
the tetrahedron is a diagonal matrix with two entries equal to �1 and one
entry equal to 1. Show that the set of these matrices generates a group of
order 4.

4.1.3. Show that the matrices computed in Exercises 4.1.1 and 4.1.2 gen-
erate the group of rotation matrices of the tetrahedron; the remaining ma-
trices can be computed by matrix multiplication. Show that the rotation
matrices for the tetrahedron are the matrices24˙1 0 0

0 ˙1 0

0 0 ˙1

35 ;
24 0 0 ˙1

˙1 0 0

0 ˙1 0

35 ;
24 0 ˙1 0

0 0 ˙1

˙1 0 0

35 ;
where the product of the entries is 1. That is, there are no �1’s or else two
�1’s.

4.1.4. Show that the group of rotational matrices of the tetrahedron is the
semidirect product of the group V consisting of diagonal permutation ma-
trices with determinant 1 (which is a group of order 4) and the cyclic group

of order 3 generated by the permutation matrix R D

240 0 1

1 0 0

0 1 0

35.

4.1.5.
(a) If T denotes the group of rotation matrices for the tetrahedron

and S is any rotation matrix for the cube that is not contained
in T , show that the group of rotation matrices for the cube is
T [ T s.

(b) Show that the group of rotation matrices for the cube consists of
signed permutation matrices with determinant 1, that is, matrices
with entries in f0;˙1g with exactly one nonzero entry in each
row and in each column, and with determinant 1.

(c) Show that the group of rotation matrices for the cube is the semidi-
rect product of the group V consisting of diagonal permutation
matrices with determinant 1 (which is a group of order 4) and the
group of 3–by–3 permutation matrices.
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4.1.6. Let R be a convex polyhedron.
(a) Show that if a rotational symmetry � of R maps a certain face

to itself, then it fixes the centroid of the face. Conclude that �
is a rotation about the line containing the centroid of R and the
centroid of the face.

(b) Similarly, if a rotational symmetry � of R maps a certain edge
onto itself, then � is a rotation about the line containing the mid-
point of the edge and the centroid of R.

4.1.7. Show that we have accounted for all of the rotational symmetries of
the tetrahedron. Hint: Let � be a symmetry and v a vertex. Show that the
orbit of v under � , namely the set f�n.v/ W n 2 Zg, consists of one, two,
or three vertices.

4.1.8. Show that we have accounted for all of the rotational symmetries of
the cube.

4.2. Rotations of the Dodecahedron and Icosahedron
The dodecahedron and icosahedron are dual to each other and so have
the same rotational symmetry group. We need only work out the rotation
group of the dodecahedron. See Figure 4.2.1.

Figure 4.2.1. Dodecahedron and icosahedron.

The dodecahedron has six 5–fold axes through the centroids of oppo-
site faces, giving 24 rotations of order 5. See Figure 4.2.2 on the facing
page.

There are ten 3–fold axes through pairs of opposite vertices, giving 20
elements of order 3. See Figure 4.2.3 on the next page.
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Figure 4.2.2. Five–fold axis of the dodecahedron.

Figure 4.2.3. Three–fold axis of the dodecahedron.

Finally, the dodecahedron has 15 2–fold axis through centers of oppo-
site edges, giving 15 elements of order 2. See Figure 4.2.4 on the following
page.

With the identity element, the dodecahedron has 60 rotational symme-
tries. Now considering that the rotation groups of the “smaller” regular
polyhedra are A4 and S4, and suspecting that there ought to be a lot of
regularity in this subject, we might guess that the rotation group of the
dodecahedron is isomorphic to the group A5 of even permutations of five
objects. So we are led to look for five geometric objects that are permuted
by this rotation group. Finding the five objects is a perhaps a more subtle
task than picking out the four diagonals that are permuted by the rotations
of the cube. But since each face has five edges, we might suspect that each
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Figure 4.2.4. Two–fold axis of the dodecahedron.

object is some equivalence class of edges that includes one edge from each
face. Since there are 30 edges, each such equivalence class of edges should
contain six edges.

Pursuing this idea, consider any edge of the dodecahedron and its op-
posite edge. Notice that the plane containing these two edges bisects an-
other pair of edges, and the plane containing that pair of edges bisects a
third pair of edges. The resulting family of six edges contains one edge
in each face of the dodecahedron. There are five such families that are
permuted by the rotations of the dodecahedron. To understand these ideas,
you are well advised to look closely at your physical model of the dodec-
ahedron.

There are several other ways to pick out five objects that are permuted
by the rotation group. Consider one of our families of six edges. It contains
three pairs of opposite edges. Take the three lines joining the centers of the
pairs of opposite edges. These three lines are mutually orthogonal; they are
the axes of a cartesian coordinate system. There are five such coordinate
systems that are permuted by the rotation group.

Finally, given one such coordinate system, we can locate a cube whose
faces are parallel to the coordinate planes and whose edges lie on the faces
of the dodecahedron. Each edge of the cube is a diagonal of a face of
the dodecahedron, and exactly one of the five diagonals of each face is
an edge of the cube. There are five such cubes that are permuted by the
rotation group. See Figure 4.2.5 on the next page.

You are asked to show in Exercise 4.2.1 that the action of the rotation
group on the set of five inscribed cubes is faithful; that is, the homomor-
phism of the rotation group into S5 is injective.
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Figure 4.2.5. Cube inscribed in the dodecahedron.

Now, it remains to show that the image of the rotation group in S5
is the group of even permutations A5. We could do this by explicit com-
putation. However, by using a previous result, we can avoid doing any
computation at all. We established earlier that for each n, An is the unique
subgroup of Sn of index 2 (Exercise 2.5.16). Since the image of the rota-
tion group has 60 elements, it follows that it must be A5.

Proposition 4.2.1. The rotation groups of the dodecahedron and the icosa-
hedron are isomorphic to the group of even permutations A5.

Exercises 4.2

4.2.1. Show that no rotation of the dodecahedron leaves each of the five
inscribed cubes fixed. Thus the action of the rotation group on the set of
inscribed cubes induces an injective homomorphism of the rotation group
into S5.

4.2.2. Let

A D f

24cos 2k�=5
sin 2k�=5
1=2

35 W 1 � k � 5g

and

B D f

24cos .2k C 1/�=5

sin .2k C 1/�=5

�1=2

35 W 1 � k � 5g:
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Show that

f

24 0

0

˙
p
5=2

35g [ A [ B

is the set of vertices of an icosahedron.

4.2.3. Each vertex of the icosahedron lies on a 5–fold axis, each midpoint
of an edge on a 2–fold axis, and each centroid of a face on a 3–fold axis.
Using the data of the previous exercise and the method of Exercises 4.1.1,
4.1.2, and 4.1.3, you can compute the matrices for rotations of the icosahe-
dron. (I have only done this numerically and I don’t know if the matrices
have a nice closed form.)

4.3. What about Reflections?
When you thought about the nature of symmetry when you first began
reading this text, you might have focused especially on reflection symme-
try. (People are particularly attuned to reflection symmetry since human
faces and bodies are important to us.)

A reflection in R3 through a plane P is the transformation that leaves
the points of P fixed and sends a point x 62 P to the point on the line
through x and perpendicular to P , which is equidistant from P with x

and on the opposite side of P .

Figure 4.3.1. A reflection.

For a plane P through the origin in R3, the reflection through P is
given by the following formula. Let ˛̨̨ be a unit vector perpendicular to P .
For any x 2 R3, the reflection j˛̨̨ of x through P is given by j˛̨̨.x/ D

x � 2hx; ˛̨̨i˛̨̨ , where h�; �i denotes the inner product in R3.
In the Exercises, you are asked to verify this formula and to compute

the matrix of a reflection, with respect to the standard basis of R3. You are
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also asked to find a formula for the reflection through a plane that does not
pass through the origin.

A reflection that sends a geometric figure onto itself is a type of sym-
metry of the figure. It is not an actual motion that you could perform on a
physical model of the figure, but it is an ideal motion.

Let’s see how we can bring reflection symmetry into our account of
the symmetries of some simple geometric figures. Consider a thickened
version of our rectangular card: a rectangular brick. Place the brick with
its faces parallel to the coordinate planes and with its centroid at the origin
of coordinates. See Figure 4.3.2.

r2r1

r3

Figure 4.3.2. Rotations and reflections of a brick.

The rotational symmetries of the brick are the same as those of the
rectangular card. There are four rotational symmetries: the nonmotion e,
and the rotations r1; r2, and r3 through an angle of � about the x–, y–,
and z–axes. The same matrices E, R1, R2, and R3 listed in Section 1.5
implement these rotations.

In addition, the reflections in each of the coordinate planes are symme-
tries; write ji for jOei

, the reflection in the plane orthogonal to the standard
unit vector Oei . See Figure 4.3.2.

The symmetry ji is implemented by the diagonal matrix Ji with �1

in the i th diagonal position and 1’s in the other diagonal positions. For
example,

J2 D

241 0 0

0 �1 0

0 0 1

35 :
There is one more symmetry that must be considered along with these,

which is neither a reflection nor a rotation but is a product of a rotation
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and a reflection in several different ways. This is the inversion, which
sends each corner of the rectangular solid to its opposite corner. This is
implemented by the matrix �E. Note that �E D J1R1 D J2R2 D J3R3,
so the inversion is equal to jiri for each i .

Having included the inversion as well as the three reflections, we again
have a group. It is very easy to check closure under multiplication and in-
verse and to compute the multiplication table. The eight symmetries are
represented by the eight 3—by—3 diagonal matrices with 1’s and �1’s on
the diagonal; this set of matrices is clearly closed under matrix multiplica-
tion and inverse, and products of symmetries can be obtained immediately
by multiplication of matrices. The product of symmetries (or of matrices)
is a priori associative.

Now consider a thickened version of the square card: a square tile,
which we place with its centroid at the origin of coordinates, its square
faces parallel with the .x; y/–plane, and its other faces parallel with the
other coordinate planes. This figure has the same rotational symmetries as
does the square card, and these are implemented by the matrices given in
Section 1.5. See Figure 4.3.3.

b

a

r

d

c

Figure 4.3.3. Rotations of the square tile.

In addition, we can readily detect five reflection symmetries: For each
of the five axes of symmetry, the plane perpendicular to the axis and pass-
ing through the origin is a plane of symmetry. See Figure 4.3.4 on the next
page

Let us label the reflection through the plane perpendicular to the axis
of the rotation a by ja, and similarly for the other four rotation axes. The
reflections ja; jb; jc ; jd , and jr are implemented by the following matri-
ces:
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Ja D

24�1 0 0

0 1 0

0 0 1

35 Jb D

241 0 0

0 �1 0

0 0 1

35 Jr D

241 0 0

0 1 0

0 0 �1

35

Jc D

24 0 �1 0

�1 0 0

0 0 1

35 Jd D

240 1 0

1 0 0

0 0 1

35 :

Figure 4.3.4. Reflections of the square tile.

I claim that there are three additional symmetries that we must con-
sider along with the five reflections and eight rotations; these symmetries
are neither rotations nor reflections, but are products of a rotation and a re-
flection. One of these we can guess from our experience with the brick, the
inversion, which is obtained, for example, as the product aja, and which is
implemented by the matrix �E.

If we can’t find the other two by insight, we can find them by computa-
tion: If �1 and �2 are any two symmetries, then their composition product
�1�2 is also a symmetry; and if the symmetries �1 and �2 are implemented
by matrices F1 and F2, then �1�2 is implemented by the matrix product
F1F2. So we can look for other symmetries by examining products of the
matrices implementing the known symmetries.

We have 14 matrices, so we can compute a lot of products before find-
ing something new. If you are lucky, after a bit of trial and error you will
discover that the combinations to try are powers of R multiplied by the
reflection matrix Jr :
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JrR D RJr D

240 �1 0

1 0 0

0 0 �1

35
JrR

3
D R3Jr D

24 0 1 0

�1 0 0

0 0 �1

35 :
These are new matrices. What symmetries do they implement? Both

are reflection-rotations, reflections in a plane followed by a rotation about
an axis perpendicular to the plane.

(Here are all the combinations that, as we find by experimentation, will
not give something new: We already know that the product of two rotations
of the square tile is again a rotation. The product of two reflections appears
always to be a rotation. The product of a reflection and a rotation by �
about the axis perpendicular to the plane of the reflection is always the
inversion.)

Now we have sixteen symmetries of the square tile, eight rotations (in-
cluding the nonmotion), five reflections, one inversion, and two reflection-
rotations. This set of sixteen symmetries is a group. It seems a bit daunting
to work this out by computing 256 matrix products and recording the mul-
tiplication table, but we could do it in an hour or two, or we could get a
computer to work out the multiplication table in no time at all.

However, there is a more thoughtful method to work this out that se-
riously reduces the necessary computation; this method is outlined in the
Exercises.

In the next section, we will develop a more general conceptual frame-
work in which to place this exploration, which will allow us to understand
the experimental observation that for both the brick and the square tile, the
total number of symmetries is twice the number of rotations. We will also
see, for example, that the product of two rotations matrices is again a rota-
tion matrix, and the product of two matrices, each of which is a reflection
or a rotation–reflection, is a rotation.

Exercises 4.3

4.3.1. Verify the formula for the reflection J˛̨̨ through the plane perpen-
dicular to ˛̨̨ .

4.3.2. J˛̨̨ is linear. Find its matrix with respect to the standard basis of R3.
(Of course, the matrix involves the coordinates of ˛̨̨ .)
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4.3.3. Consider a plane P that does not pass through the origin. Let ˛̨̨
be a unit normal vector to P and let x0 be a point on P . Find a formula
(in terms of ˛̨̨ and x0) for the reflection of a point x through P . Such a
reflection through a plane not passing through the origin is called an affine
reflection.

4.3.4. Here is a method to determine all the products of the symmetries of
the square tile. Write J for Jr , the reflection in the .x; y/–plane.

(a) The eight products ˛J , where ˛ runs through the set of eight ro-
tation matrices of the square tile, are the eight nonrotation matri-
ces. Which matrix corresponds to which nonrotation symmetry?

(b) Show that J commutes with the eight rotation matrices; that is,
J˛ D ˛J for all rotation matrices ˛.

(c) Check that the information from parts (a) and (b), together with
the multiplication table for the rotational symmetries, suffices to
compute all products of symmetries.

(d) Verify that the sixteen symmetries form a group.

4.3.5. Another way to work out all the products, and to understand the
structure of the group of symmetries, is the following. Consider the matrix

S D Jc D

240 1 0

1 0 0

0 0 1

35 :
(a) The set D of eight diagonal matrices with ˙1’s on the diagonal

is a subset of the matrices representing symmetries of the square
tile. This set of diagonal matrices is closed under matrix multi-
plication. Show that every symmetry matrix for the square tile is
either in D or is a product DS , where D 2 D .

(b) For each D 2 D , there is a D0 2 D (which is easy to compute)
that satisfies SD D D0S , or, equivalently, SDS D D0. Find the
rule for determining D0 from D, and use this to show how all
products can be computed. Compare the results with those of the
previous exercise.

4.4. Linear Isometries
The main purpose of this section is to investigate the linear isometries of
three–dimensional space. However, much of the work can be done without
much extra effort in n-dimensional space.

Consider Euclidean n-space, Rn with the usual inner product hxjyi DPn
iD1 xiyi , norm jjxjj D hx;xi1=2, and distance function d.x;y/

D jjx � yjj. Recall that transposes of matrices and inner products are
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related by
hAx;yi D hx; Atyi

for all n–by–n matrices A, and all x;y 2 Rn.

Definition 4.4.1. An isometry of Rn is a map � W Rn �! Rn that pre-
serves distance, d.�.a/; �.b// D d.a;b/, for all a;b 2 Rn.

You are asked to show in the Exercises that the set of isometries is a
group, and the set of isometries � satisfying �.0/ D 0 is a subgroup.

Lemma 4.4.2. Let � be an isometry of Rn such that �.0/ D 0. Then
h�.a/; �.b/i D ha;bi for all a;b 2 Rn.

Proof. Since �.0/ D 0, � preserves norm as well as distance, jj�.x/jj D

jjxjj for all x. But since ha;bi D .1=2/.jjajj2 C jjbjj2 � d.a;b/2/, it
follows that � also preserves inner products. n

Remark 4.4.3. Recall the following property of orthonormal bases of Rn:
If F D ffig is an orthonormal basis, then the expansion of a vector x with
respect to F is x D

P
i hx;fi ifi . If x D

P
i xifi and y D

P
i yifi ,

then hx;yi D
P
i xiyi .

Definition 4.4.4. A matrix A is said to be orthogonal if At is the inverse
of A.

Exercise 4.4.3 gives another characterization of orthogonal matrices.

Lemma 4.4.5. If A is an orthogonal matrix, then the linear map x 7! Ax

is an isometry.

Proof. For all x 2 Rn, jjAxjj2 D hAx; Axi D hAtAx;xi D hx;xi D

jjxjj2. n

Lemma 4.4.6. Let F D ffig be an orthonormal basis. A set fvig is an
orthonormal basis if and only if the matrix A D Œaij � D Œhvi ;fj i� is an
orthogonal matrix.

Proof. The i th row of A is the coefficient vector of vi with respect to the
orthonormal basis F . According to Remark 4.4.3, the inner product of
vi and vj is the same as the inner product of the i th and j th rows of A.
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Hence, the vi ’s are an orthonormal basis if and only if the rows of A are
an orthonormal basis. By Exercise 4.4.3, this is true if and only if A is
orthogonal. n

Theorem 4.4.7. Let � be a linear map on Rn. The following are equiva-
lent:

(a) � is an isometry.
(b) � preserves inner products.
(c) For some orthonormal basis ff1; : : : ;fng of Rn, the set

f�.f1/; : : : ; �.fn/g is also orthonormal.
(d) For every orthonormal basis ff1; : : : ;fng of Rn, the set

f�.f1/; : : : ; �.fn/g is also orthonormal.
(e) The matrix of � with respect to some orthonormal basis is or-

thogonal.
(f) The matrix of � with respect to every orthonormal basis is or-

thogonal.

Proof. Condition (a) implies (b) by Lemma 4.4.2. The implications (b)
) (d) ) (c) are trivial, and (c) implies (e) by Lemma 4.4.6. Now assume
the matrix A of � with respect to the orthonormal basis F is orthogonal.
Let U.x/ be the coordinate vector of x with respect to F ; then by Remark
4.4.3, U is an isometry. The linear map � is U�1 ı MA ı U , where MA
means multiplication by A. By Lemma 4.4.5,MA is an isometry, so � is an
isometry. Thus (e) H)(a). Similarly, we have (a) H)(b) H)(d) H)(f)
H)(a). n

Proposition 4.4.8. The determinant of an orthogonal matrix is ˙1.

Proof. Let A be an orthogonal matrix. Since det.A/ D det.At /, we have

1 D det.E/ D det.AtA/ D det.At / det.A/ D det.A/2:

n

Remark 4.4.9. If � is a linear transformation of Rn and A and B are the
matrices of � with respect to two different bases of Rn, then det.A/ D

det.B/, because A and B are related by a similarity, A D VBV �1, where
V is a change of basis matrix. Therefore, we can, without ambiguity, de-
fine the determinant of � to be the determinant of the matrix of � with
respect to any basis.
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Corollary 4.4.10. The determinant of a linear isometry is ˙1.

Since det.AB/ D det.A/ det.B/, det W O.n;R/ �! f1;�1g is a group
homomorphism.

Definition 4.4.11. The set of orthogonal n–by–n matrices with determi-
nant equal to 1 is called the special orthogonal group and denoted SO.n;R/.

Evidently, the special orthogonal group SO.n;R/ is a normal sub-
group of the orthogonal group of index 2, since it is the kernel of det W

O.n;R/ �! f1;�1g.
We next restrict our attention to three-dimensional space and explore

the role of rotations and orthogonal reflections in the group of linear isome-
tries.

Recall from Section 4.3 that for any unit vector ˛̨̨ in R3, the plane P˛̨̨
is fx W hx; ˛̨̨i D 0g. The orthogonal reflection in P˛̨̨ is the linear map
j˛̨̨ W x 7! x � 2hx; ˛̨̨i˛̨̨ . The orthogonal reflection j˛̨̨ fixes P˛̨̨ pointwise
and sends ˛̨̨ to �˛̨̨ . Let J˛̨̨ denote the matrix of j˛̨̨ with respect to the
standard basis of R3. Call a matrix of the form J˛̨̨ a reflection matrix.

Let’s next sort out the role of reflections and rotations in SO.2;R/.

Consider an orthogonal matrix
�
˛ 


ˇ ı

�
. Orthogonality implies that

�
˛

ˇ

�
is a unit vector and

�



ı

�
D ˙

�
�ˇ

˛

�
: The vector

�
˛

ˇ

�
can be written

as
�

cos.�/
sin.�/

�
for some angle � , so the orthogonal matrix has the form�

cos.�/ � sin.�/
sin.�/ cos.�/

�
or
�

cos.�/ sin.�/
sin.�/ � cos.�/

�
. The matrix

R� D

�
cos.�/ � sin.�/
sin.�/ cos.�/

�
is the matrix of the rotation through an angle � , and has determinant equal

to 1. The matrix
�

cos.�/ sin.�/
sin.�/ � cos.�/

�
equals R�J , where J D

�
1 0

0 �1

�
is the reflection matrix J D JOe2

. The determinant of R�J is equal to �1.
Now consider the situation in three dimensions. Any real 3–by–3 ma-

trix has a real eigenvalue, since the characteristic polynomial is cubic with
real coefficients. A real eigenvalue of an orthogonal matrix must be ˙1

because the matrix implements an isometry.

Lemma 4.4.12. Any element of SO.3;R/ has C1 as an eigenvalue.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 233 — #245 i
i

i
i

i
i

4.4. LINEAR ISOMETRIES 233

Proof. Let A 2 SO.3;R/, let � be the linear isometry x 7! Ax, and let
v be an eigenvector with eigenvalue ˙1. If the eigenvalue is C1, there
is nothing to do. So suppose the eigenvalue is �1. The plane P D Pv

orthogonal to v is invariant under A, because if x 2 P , then hv; Axi D

�hAv; Axi D �hv;xi D 0. The restriction of � to P is also orthogonal,
and since 1 D det.�/ D .�1/.det.�jP /, �jP must be a reflection. But a
reflection has an eigenvalue of C1, so in any case A has an eigenvalue of
C1. n

Proposition 4.4.13. An element A 2 O.3;R/ has determinant 1 if and
only if A implements a rotation.

Proof. Suppose A 2 SO.3;R/. Let � denote the corresponding linear
isometry x 7! Ax. By the lemma, A has an eigenvector v with eigen-
value 1. The plane P orthogonal to v is invariant under � , and det.�jP / D

det.�/ D 1, so �jP is a rotation of P . Hence, � is a rotation about the line
spanned by v. On the other hand, if � is a rotation, then the matrix of �
with respect to an appropriate orthonormal basis has the form

241 0 0

0 cos.�/ � sin.�/
0 sin.�/ cos.�/

35 ;
so � has determinant 1. n

Proposition 4.4.14. An element of O.3;R/ n SO.3;R/ implements either
an orthogonal reflection, or a reflection-rotation, that is, the product of a
reflection j˛̨̨ and a rotation about the line spanned by ˛̨̨ .

Proof. Suppose A 2 O.3;R/ n SO.3;R/. Let � denote the corresponding
linear isometry x 7! Ax. Let v be an eigenvector of A with eigenvalue
˙1. If the eigenvalue is 1, then the restriction of � to the plane P orthogo-
nal to v has determinant �1, so is a reflection. Then � itself is a reflection.
If the eigenvalue is �1, then the restriction of � to P has determinant 1, so
is a rotation. In this case � is the product of the reflection jv and a rotation
about the line spanned by v. n
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Exercises 4.4

4.4.1.
(a) Show that j˛̨̨ is isometric.
(b) Show that det.j˛̨̨/ D �1.
(c) If � is a linear isometry, show that �j˛̨̨��1 D j�.˛̨̨/.
(d) If A is any orthogonal matrix, show that AJ˛̨̨A�1 D JA˛̨̨ .
(e) Conclude that the matrix of j˛̨̨ with respect to any orthonormal

basis is a reflection matrix.

4.4.2. Show that the set of isometries of Rn is a group. Show that the set
of isometries � satisfying �.0/ D 0 is a subgroup.

4.4.3. Show that the following are equivalent for a matrix A:
(a) A is orthogonal.
(b) The columns of A are an orthonormal basis.
(c) The rows of A are an orthonormal basis.

4.4.4.
(a) Show that the matrix R2�J D R�JR�� is the matrix of the

reflection in the line spanned by�
cos �
sin �

�
:

Write J� D R2�J .
(b) The reflection matrices are precisely the elements of O.2;R/

with determinant equal to �1.
(c) Compute J�1

J�2
.

(d) Show that any rotation matrix R� is a product of two reflection
matrices.

4.4.5. Show that an element of SO.3;R/ is a product of two reflection
matrices. A matrix of a rotation–reflection is a product of three reflec-
tion matrices. Thus any element of O.3;R/ is a product of at most three
reflection matrices.

4.5. The Full Symmetry Group and Chirality
All the geometric figures in three-dimensional space that we have con-

sidered — the polygonal tiles, bricks, and the regular polyhedra — admit
reflection symmetries. For “reasonable” figures, every symmetry is imple-
mented by by a linear isometry of R3; see Proposition 1.4.1. The rotation
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group of a geometric figure is the group of g 2 SO.3;R/ that leave the
figure invariant. The full symmetry group is the group of g 2 O.3;R/ that
leave the figure invariant. The existence of reflection symmetries means
that the full symmetry group is strictly larger than the rotation group.

In the following discussion, I do not distinguish between linear isome-
tries and their standard matrices.

Theorem 4.5.1. Let S be a geometric figure with full symmetry group G
and rotation group R D G \ SO.3;R/. Suppose S admits a reflection
symmetry J . Then R is an index 2 subgroup of G and G D R [ RJ .

Proof. Suppose A is an element of G n R. Then det.A/ D �1 and
det.AJ / D 1, so AJ 2 R. Thus A D .AJ /J 2 RJ . n

For example, the full symmetry group of the cube has 48 elements.
What group is it? We could compute an injective homomorphism of the
full symmetry group into S6 using the action on the faces of the cube, or
into S8 using the action on the vertices. A more efficient method is given
in Exercise 4.5.1; the result is that the full symmetry group is S4 � Z2.

Are there geometric figures with a nontrivial rotation group but with
no reflection symmetries? Such a figure must exhibit chirality or “handed-
ness”; it must come in two versions that are mirror images of each other.
Consider, for example, a belt that is given n half twists (n � 2) and then
fastened. There are two mirror image versions, with right–hand and left–
hand twists. Either version has rotation groupDn, the rotation group of the
n–gon, but no reflection symmetries. Reflections convert the right–handed
version into the left–handed version. See Figure 4.5.1.

Figure 4.5.1. Twisted band with symmetry D3.

There exist chiral convex polyhedra with two types of regular polygo-
nal faces, for example, the “snubcube,” shown in Figure 4.5.2 on the next
page.
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Figure 4.5.2. Snubcube.

Exercises 4.5

4.5.1. LetG denote the full symmetry group of the cube and R the rotation
group. The inversion i W x 7! �x with matrix �E is an element of G n R,
soG D R[Ri . Observe that i2 D 1, and that for any rotation r , ir D ri .
Conclude that G Š S4 � Z2.

4.5.2. Show that the same trick works for the dodecahedron, and that the
full symmetry group is isomorphic to A5� Z2. Show that this group is not
isomorphic to S5.

4.5.3. Show that the full symmetry group of the tetrahedron is S4.

4.5.4. What is the full symmetry group of a brick?

4.5.5. What is the full symmetry group of a square tile?

4.5.6. What is the full symmetry group of a tile in the shape of a regular
n–gon?
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CHAPTER 5

Actions of Groups

5.1. Group Actions on Sets
We have observed that the symmetry group of the cube acts on various
geometric sets associated with the cube, the set of vertices, the set of diag-
onals, the set of edges, and the set of faces. In this section we look more
closely at the concept of a group acting on a set.

Definition 5.1.1. An action of a group G on a set X is a homomorphism
from G into Sym.X/.

Let ' be an action of G on X . For each g 2 G, '.g/ is a bijection of
X . The homomorphism property of ' means that for x 2 X and g1; g2 2

G, '.g2g1/.x/ D '.g2/.'.g1/.x//. Thus, if '.g1/ sends x to x0, and
'.g2/ sends x0 to x00, then '.g2g1/ sends x to x00. When it cannot cause
ambiguity, it is convenient to write gx for '.g/.x/. With this simplified
notation, the homomorphism property reads like a mixed associative law:
.g2g1/x D g2.g1x/.

Lemma 5.1.2. Given an action ofG onX , define a relation onX by x � y

if there exists a g 2 G such that gx D y. This relation is an equivalence
relation.

Proof. Exercise 5.1.1. n

Definition 5.1.3. Given an action of G on X , the equivalence classes of
the equivalence relation associated to the action are called the orbits of the
action. The orbit of x will be denoted O.x/.

237
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Example 5.1.4. Any group G acts on itself by left multiplication. That
is, for g 2 G and x 2 G, gx is just the usual product of g and x in
G. The homomorphism, or associative, property of the action is just the
associative law of G. There is only one orbit. The action of G on itself by
left multiplication is often called the left regular action.

Definition 5.1.5. An action of G on X is called transitive if there is only
one orbit. That is, for any two elements x; x0 2 X , there is a g 2 G

such that gx D x0. A subgroup of Sym.X/ is called transitive if it acts
transitively on X .

Example 5.1.6. Let G be any group and H any subgroup. Then G acts
on the set G=H of left cosets of H in G by left multiplication, g.aH/ D

.ga/H . The action is transitive.

Example 5.1.7. Any group G acts on itself by conjugation: For g 2 G,
define cg 2 Aut.G/ � Sym.G/ by cg.x/ D gxg�1. It was shown in
Exercise 2.7.6 that the map g 7! cg is a homomorphism. The orbits of
this action are called the conjugacy classes of G; two elements x and y
are conjugate if there is a g 2 G such that gxg�1 D y. For example,
it was shown in Exercise 2.4.14 that two elements of the symmetric group
Sn are conjugate if, and only if, they have the same cycle structure.

Example 5.1.8. Let G be any group and X the set of subgroups of G.
Then G acts on X by conjugation, cg.H/ D gHg�1. Two subgroups in
the same orbit are called conjugate. (You are asked in Exercise 5.1.5 to
verify that this is an action.)

In Section 5.4, we shall pursue the idea of classifying groups of small
order, up to isomorphism. Another organizational scheme for classifying
small groups is to classify those that act transitively on small sets, that is,
to classify transitive subgroups of Sn for small n.

Example 5.1.9. (See Exercise 5.1.9.) The transitive subgroups of S3 are
exactly S3 and A3.

Example 5.1.10. (See Exercise 5.1.20.) The transitive subgroups of S4
are

(a) S4
(b) A4, which is normal
(c) D4 (three conjugate copies)
(d) V D fe; .12/.34/; .13/.24/; .14/.23/g (which is normal)
(e) Z4 (three conjugate copies)
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Definition 5.1.11. Let G act on X . For x 2 X , the stabilizer of x in G is
Stab.x/ D fg 2 G W gx D xg. If it is necessary to specify the group, we
will write StabG.x/.

Lemma 5.1.12. For any action of a group G on a set X and any x 2 X ,
Stab.x/ is a subgroup of G.

Proof. Exercise 5.1.6. n

Proposition 5.1.13. LetG act onX , and let x 2 X . Then W aStab.x/ 7!

ax defines a bijection from G=Stab.x/ onto O.x/, which satisfies

 .g.aStab.x/// D g .aStab.x//

for all g; a 2 G.

Proof. Note that aStab.x/ D bStab.x/ , b�1a 2 Stab.x/ , b�1ax D

x , bx D ax. This calculation shows that is well defined and injective.
If y 2 O.x/, then there exists a 2 G such that ax D y, so  .aStab.x// D

y; thus  is surjective as well. The relation

 .g.aStab.x/// D g .aStab.x//

for all g; a 2 G is evident from the definition of  . n

Corollary 5.1.14. Suppose G is finite. Then

jO.x/j D ŒG W Stab.x/� D
jGj

jStab.x/j
:

In particular, jO.x/j divides jGj.

Proof. This follows immediately from Proposition 5.1.13 and Lagrange’s
theorem. n

Definition 5.1.15. Consider the action of a group G on its subgroups by
conjugation. The stabilizer of a subgroup H is called the normalizer of H
in G and denoted NG.H/.
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According to Corollary 5.1.14, if G is finite, then the number of dis-
tinct subgroups xHx�1 for x 2 G is

ŒG W NG.H/� D
jGj

jNG.H/j
:

Since (clearly) NG.H/ � H , the number of such subgroups is no more
than ŒG W H�.

Definition 5.1.16. Consider the action of a group G on itself by conjuga-
tion. The stabilizer of an element g 2 G is called the centralizer of g in
G and denoted Cent.g/, or when it is necessary to specify the group by
CentG.x/.

Again, according to the corollary the size of the conjugacy class of g,
that is, of the orbit of g under conjugacy, is

ŒG W Cent.g/� D
jGj

jCent.g/j
:

Example 5.1.17. What is the size of each conjugacy class in the symmetric
group S4?

Recall that two elements of a symmetric group Sn are conjugate in Sn
precisely if they have the same cycle structure (i.e., if when written as a
product of disjoint cycles, they have the same number of cycles of each
length). Cycle structures are parameterized by partitions of n.

(a) There is only one element of cycle structure 14, namely, the iden-
tity.

(b) There are six 2–cycles. We can compute this number by dividing
the size of the group, 24, by the size of the centralizer of any
particular 2-cycle. The centralizer of the 2-cycle .1; 2/.3/.4/ is
the set of permutations that leave invariant the sets f1; 2g and
f3; 4g, and the size of the centralizer is 4. So the number of 2–
cycles is 24=4 D 6.

(c) There are three elements with cycle structure 22. In fact, the
centralizer of .1; 2/.3; 4/ is the group of size 8 generated by
f.1; 2/; .3; 4/; .1; 3/.2; 4/g. Hence the number of elements with
cycle structure 22 is 24=8 D 3.

(d) There are eight 3–cycles. The centralizer of the 3-cycle .1; 2; 3/
is the group generated by .1; 2; 3/, and has size 3. Therefore, the
number of 3–cycles is 24=3 D 8.

(e) There are six 4–cycles. The computation is similar to that for
3–cycles.
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Example 5.1.18. How large is the conjugacy class of elements with cycle
structure 43 in S12? The centralizer in S12 of the element

.1; 2; 3; 4/.5; 6; 7; 8/.9; 10; 11; 12/

is the semidirect product of Z4 � Z4 � Z4 and S3. Here Z4 � Z4 � Z4 is
generated by the commuting 4–cycles

f.1; 2; 3; 4/; .5; 6; 7; 8/; .9; 10; 11; 12/g;

while S3 acts by permutations of the set of three ordered 4-tuples

f.1; 2; 3; 4/; .5; 6; 7; 8/; .9; 10; 11; 12/g:

Thus the size of the centralizer is 43�6, and the size of the conjugacy class

is
12Š

436
D 1247400.

The kernel of an action of a group G on a set X is the kernel of the
corresponding homomorphism ' W G ! Sym.X/; that is,

fg 2 G W gx D x for all x 2 Xg:

According to the general theory of homomorphisms, the kernel is a normal
subgroup of G. The kernel is evidently the intersection of the stabilizers
of all x 2 X . For example, the kernel of the action of G on itself by
conjugation is the center of G.

Application: Counting Formulas.
It is possible to obtain a number of well–known counting formulas by

means of the proposition and its corollary.

Example 5.1.19. The number of k-element subsets of a set with n ele-
ments is �

n

k

�
D

nŠ

kŠ.n � k/Š
:

Proof. Let X be the family of k element subsets of f1; 2; : : : ; ng. Sn
acts transitively onX by �fa1; a2; : : : ; akg D f�.a1/; �.a2/; : : : ; �.ak/g.
(Verify!) The stabilizer of x D f1; 2; : : : ; kg is Sk � Sn�k , the group of
permutations that leaves invariant the sets f1; 2; : : : ; kg and fkC1; : : : ; ng.
Therefore, the number of k-element subsets is the size of the orbit of x,
namely,

jSnj

jSk � Sn�kj
D

nŠ

kŠ.n � k/Š
:

n
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Example 5.1.20. The number of ordered sequences of k items chosen
from a set with n elements is

nŠ

.n � k/Š
:

Proof. The proof is similar to that for the previous example. This time let
Sn act on the set of ordered sequences of k-elements from f1; 2; : : : ; ng.

n

Example 5.1.21. The number of sequences of r1 1’s, r2 2’s, and so forth,
up to rk k’s, is

.r1 C r2 C � � � C rk/Š

r1Šr2Š : : : rkŠ
:

Proof. Let n D r1 C r2 C � � � C rk . Sn acts transitively on sequences of
r1 1’s, r2 2’s, : : : , and rk k’s. The stabilizer of

.1; : : : ; 1; 2; : : : ; 2; : : : ; k; : : : ; k/

with r1 consecutive 1’s, r2 consecutive 2’s, and so on is

Sr1
� Sr2

� � � � � Srk
:

n

Example 5.1.22. How many distinct arrangements are there of the letters
of the word MISSISSIPPI? There are 4 I’s, 4 S’s, 2 P’s and 1 M in the

word, so the number of arrangements of the letters is
11 Š

2Š 4Š 4Š
D 34650.

Exercises 5.1

5.1.1. Let the group G act on a set X . Define a relation on X by x � y

if, and only if, there is a g 2 G such that gx D y. Show that this is an
equivalence relation on X , and the orbit (equivalence class) of x 2 X is
Gx D fgx W g 2 Gg.

5.1.2. Verify all the assertions made in Example 5.1.4.

5.1.3. The symmetric group Sn acts naturally on the set f1; 2; : : : ; ng. Let
� 2 Sn. Show that the cycle decomposition of � can be recovered by con-
sidering the orbits of the action of the cyclic subgroup h�i on f1; 2; : : : ; ng.

5.1.4. Verify the assertions made in Example 5.1.6.
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5.1.5. Verify that any group G acts on the set X of its subgroups by
cg.H/ D gHg�1. Compute the example of S3 acting by conjugation
of the set X of (six) subgroups of S3. Verify that there are four orbits,
three of which consist of a single subgroup, and one of which contains
three subgroups.

5.1.6. Let G act on X , and let x 2 X . Verify that Stab.x/ is a subgroup of
G. Verify that if x and y are in the same orbit, then the subgroups Stab.x/
and Stab.y/ are conjugate subgroups.

5.1.7. Let H D fe; .1; 2/g � S3. Find the orbit of H under conjugation
byG, the stabilizer ofH inG, and the family of left cosets of the stabilizer
inG, and verify explicitly the bijection between left cosets of the stabilizer
and conjugates of H .

5.1.8. Show that NG.aHa�1/ D aNG.H/a
�1 for a 2 G.

5.1.9. Show that the transitive subgroups of S3 are exactly S3 and A3.

5.1.10. Suppose A is a subgroup of NG.H/. Show that AH is a subgroup
of NG.H/, AH D HA, and

jAH j D
jAj jH j

jA \H j
:

Hint: H is normal in NG.H/.

5.1.11. Let A be a subgroup of NG.H/. Show that there is a homomor-
phism ˛ W A �! Aut.H/ (denoted a 7! ˛a) such that ah D ˛a.h/a for
all a 2 A and h 2 H . The product in HA is determined by

.h1a1/.h2a2/ D h1˛a1
.h2/a1a2:

5.1.12. Count the number of ways to arrange four red beads, three blue
beads, and two yellow beads on a straight wire.

5.1.13. How may elements are there in S8 of cycle structure 42?

5.1.14. How may elements are there in S8 of cycle structure 24?

5.1.15. How may elements are there in S12 of cycle structure 3223?

5.1.16. How may elements are there in S26 of cycle structure 433224?

5.1.17. Let r1 > r2 > ::: > rs � 1 and let mi 2 N for 1 � i � s, such
that

P
i miri D n. How many elements does Sn have with m1 cycles of

length r1, m2 cycles of length r2, and so on?

5.1.18. Verify that the formula

�fa1; a2; : : : ; akg D f�.a1/; �.a2/; : : : ; �.ak/g

does indeed define an action of Sn on the set X of k-element subsets of
f1; 2; : : : ; ng. (See Example 5.1.19.)
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5.1.19. Give the details of the proof of Example 5.1.20. In particular,
define an action of Sn on the set of ordered sequences of k-elements from
f1; 2; : : : ; ng, and verify that it is indeed an action. Show that the action
is transitive. Calculate the size of the stabilizer of a particular k-element
sequence.

5.1.20. Show that the transitive subgroups of S4 are

� S4
� A4, which is normal
� D4 D h.1 2 3 4/; .1 2/.3 4/i, and two conjugate subgroups
� V D fe; .12/.34/; .13/.24/; .14/.23/g, which is normal
� Z4 D h.1 2 3 4/; .1 2/.3 4/i, and two conjugate subgroups

5.2. Group Actions—Counting Orbits
How many different necklaces can we make from four red beads, three
white beads and two yellow beads? Two arrangements of beads on a circu-
lar wire must be counted as the same necklace if one can be obtained from
the other by sliding the beads around the wire or turning the wire over. So
what we actually need to count is orbits of the action of the dihedral group
D9 (symmetries of the nonagon) on the

9Š

4Š3Š2Š

arrangements of the beads.
Let’s consider a simpler example that we can work out by inspection:

Example 5.2.1. Consider necklaces made of two blue and two white beads.
There are six arrangements of the beads at the vertices of the square, but
only two orbits under the action of the dihedral group D4, namely, that
with two blue beads adjacent and that with the two blue beads at opposite
corners. One orbit contains four arrangements and the other two arrange-
ments.

We see from this example that the orbits will have different sizes, so
we cannot expect the answer to the problem simply to be some divisor of
the number of arrangements of beads.

In order to count orbits for the action of a finite group G on a finite set
X , consider the set F D f.g; x/ 2 G � X W gx D xg. For g 2 G, let
Fix.g/ D fx 2 X W gx D xg, and let

1F .g; x/ D

(
1 if .g; x/ 2 F

0 otherwise:
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We can count F in two different ways:

jF j D

X
x2X

X
g2G

1F .x; g/ D

X
x2X

jStab.x/j

and

jF j D

X
g2G

X
x2X

1F .x; g/ D

X
g2G

jFix.g/j:

Dividing by jGj, we get
1

jGj

X
g2G

jFix.g/j D

X
x2X

jStab.x/j
jGj

D

X
x2X

1

jO.x/j
:

The last sum can be decomposed into a double sum:X
x2X

1

jO.x/j
D

X
O

X
x2O

1

jOj
;

where the outer sum is over distinct orbits. ButX
O

X
x2O

1

jOj
D

X
O

1

jOj

X
x2O

1 D

X
O

1;

which is the number of orbits! Thus, we have the following result, known
as Burnside’s lemma.

Proposition 5.2.2. (Burnside’s lemma). Let a finite groupG act on a finite
set X . Then the number of orbits of the action is

1

jGj

X
g2G

jFix.g/j:

Example 5.2.3. Let’s use this result to calculate the number of necklaces
that can be made from four red beads, three white beads, and two yellow
beads. X is the set of

9Š

4Š3Š2Š
D 1260

arrangements of the beads, which we locate at the nine vertices of a nonagon.
Let g be an element ofD9 and consider the orbits of hgi acting on vertices
of the nonagon. An arrangement of the colored beads is fixed by g if, and
only if, all vertices of each orbit of the action of hgi are of the same color.
Every arrangement is fixed by e.

Let r be the rotation of 2�=9 of the nonagon. For any k (1 � k � 8),
rk either has order 9, and hrki acts transitively on vertices, or rk has order
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3, and hrki has three orbits, each with three vertices. In either case, there
are no fixed arrangements, since it is not possible to place beads of one
color at all vertices of each orbit.

Now consider any rotation j of � about an axis through one vertex v
of the nonagon and the center of the opposite edge. The subgroup fe; j g

has one orbit containing the one vertex v and four orbits containing two
vertices. In any fixed arrangement, the vertex v must have a white bead.
Of the remaining four orbits, two must be colored red, one white and one
yellow; there are

4Š

2Š1Š1Š
D 12

ways to do this. Thus, j has 12 fixed points in X . Since there are 9 such
elements, there are

1

jGj

X
g2G

jFix.g/j D
1

18
.1260C 9.12// D 76

possible necklaces.

Example 5.2.4. How many different necklaces can be made with nine
beads of three different colors, if any number of beads of each color can be
used? Now the set X of arrangements of beads has 39 elements; namely,
each of the nine vertices of the nonagon can be occupied by a bead of any
of the three colors. Likewise, the number of arrangements fixed by any
g 2 D9 is 3N.g/, where N.g/ is the number of orbits of hgi acting on
vertices; each orbit of hgi must have beads of only one color, but any of
the three colors can be used. We compute the following data:

n-fold rotation axis, order of N.g/ number of such
n D rotation group elements
� 1 9 1

9 9 1 6

9 3 3 2

2 2 5 9

Thus, the number of necklaces is
1

jGj

X
g2G

jFix.g/j D
1

18
.39 C 2 � 33 C 6 � 3C 9 � 35/ D 1219:

Example 5.2.5. How many different ways are there to color the faces of
a cube with three colors? Regard two colorings to be the same if they are
related by a rotation of the cube.

It is required to count the orbits for the action of the rotation group G
of the cube on the set X of 36 colorings of the faces of the cube. For each
g 2 G the number of x 2 X that are fixed by g is 3N.g/, where N.g/ is
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the number of orbits of hgi acting on faces of the cube. We compute the
following data:

n-fold rotation axis, order of N.g/ number of such
n D rotation group elements
� 1 6 1

2 2 3 6

3 3 2 8

4 4 3 6

4 2 4 3

Thus, the number of colorings of the faces of the cube with three colors is
1

jGj

X
g2G

jFix.g/j D
1

24
.36 C 8 � 32 C 6 � 33 C 3 � 34 C 6 � 33/ D 57:

Exercises 5.2

5.2.1. How many necklaces can be made with six beads of three different
colors?

5.2.2. How many necklaces can be made with two red beads, two green
beads, and two violet beads?

5.2.3. Count the number of ways to color the edges of a cube with four
colors. Count the number of ways to color the edges of a cube with r
colors; the answer is a polynomial in r .

5.2.4. Count the number of ways to color the vertices of a cube with three
colors. Count the number of ways to color the vertices of a cube with r
colors.

5.2.5. Count the number of ways to color the faces of a dodecahedron with
three colors. Count the number of ways to color the faces of a dodecahe-
dron with r colors.

5.3. Symmetries of Groups
A mathematical object is a set with some structure. A bijection of the
set that preserves the structure is undetectable insofar as that structure is
concerned. For example, a rotational symmetry of the cube moves the
individual points of the cube around but preserves the structure of the cube.
A structure preserving bijection of any sort of object can be regarded as a
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symmetry of the object, and the set of symmetries always constitutes a
group.

If, for example, the structure under consideration is a group, then a
structure preserving bijection is a group automorphism. In this section, we
will work out a few examples of automorphism groups of groups.

Recall that the inner automorphisms of a group are those of the form
cg.x/ D gxg�1 for some g in the group. The map g 7! cg is a ho-
momorphism of G into Aut.G/ with image the subgroup Int.G/ of inner
automorphisms. The kernel of this homomorphism is the center of the
group and, therefore, Int.G/ Š G=Z.G/. Observe that the group of inner
automorphisms of an abelian group is trivial, since G D Z.G/.

Proposition 5.3.1. Int.G/ is a normal subgroup of Aut.G/.

Proof. Compute that for any automorphism ˛ ofG, ˛cg˛�1 D c˛.g/. n

Remark 5.3.2. The symmetric group Sn has trivial center, so Int.Sn/
Š Sn=Z.Sn/ Š Sn. We showed that every automorphism of S3 is inner,
so Aut.S3/ Š S3. An interesting question is whether this is also true for
Sn for all n � 3. The rather unexpected answer that it is true except when
n D 6. (For n D 6, S6 Š Int.S6/ is an index 2 subgroup of Aut.S6/.)
See W. R. Scott, Group Theory, Dover Publications, 1987, pp. 309–314
(original edition, Prentice-Hall, 1964).

Proposition 5.3.3. The automorphism group of a cyclic group Z or Zn is
isomorphic to the group of units of the ring Z or Zn. Thus Aut.Z/ Š f˙1g

and Aut.Zn/ Š ˚.n/.

Proof. Let ˛ be an endomorphism ˛ W Z ! Z, and let r D ˛.1/. By
the homomorphism property, for all n, ˛.n/ D ˛.n � 1/ D n � ˛.1/ D rn.
Clearly ˛ 7! ˛.1/ is a bijection from the set of endomorphisms of Z to Z.

If ˛ and ˇ are two endomorphisms of Z, with ˛.1/ D r and ˇ.1/ D s,
then ˛ˇ.1/ D ˛.s/ D rs. It follows that for ˛ to be invertible, it is
necessary and sufficient that ˛.1/ be a unit of Z, and ˛ 7! ˛.1/ is a group
isomorphism from Aut.Z/ to the group of units of Z, namely, f˙1g.

The proof for Zn is similar, and is left to the reader; see Exercise
5.3.1. n
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Corollary 5.3.4. Aut.Zp/ is cyclic of order p � 1.

Proof. This follows from the previous result and Corollary 3.6.26. n

The automorphism groups of several other abelian groups are deter-
mined in the Exercises.

Exercises 5.3

5.3.1. Show that ˛ 7! ˛.Œ1�/ is an isomorphism from Aut.Zn/ onto the
group of units of Zn.

5.3.2. Show that a homomorphism of the additive group Z2 into itself is
determined by a 2-by-2 matrix of integers. Show that the homomorphism
is injective if, and only if, the determinant of the matrix is nonzero, and
bijective if, and only if, the determinant of the matrix is ˙1. Conclude that
the group of automorphisms of Z2 is isomorphic to the group of 2-by-2
matrices with integer coefficients and determinant equal to ˙1.

5.3.3. Generalize the previous problem to describe the automorphism
group of Zn.

5.3.4. Show that any homomorphism of the additive group Q into itself
has the form x 7! rx for some r 2 Q. Show that a homomorphism is an
automorphism unless r D 0. Conclude that the automorphism group of Q
is isomorphic to Q�, namely, the multiplicative group of nonzero rational
numbers.

5.3.5. Show that any group homomorphism of the additive group Q2 is de-
termined by rational 2-by-2 matrix. Show that any group homomorphism
is actually a linear map, and the group of automorphisms is the same as the
group of invertible linear maps.

5.3.6. Think about whether the results of the last two exercises hold if Q
is replaced by R. What issue arises?

5.3.7. We can show that Aut.Z2 � Z2/ Š S3 in two ways.
(a) One way is to show that any automorphism is determined by an

invertible 2-by-2 matrix with entries in Z2, that there are six such
matrices, and that they form a group isomorphic to S3. Work out
the details of this approach.
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(b) Another way is to recall that Z2�Z2 can be described as a group
with four elements e; a; b; c, with each nonidentity element of
order 2 and the product of any two nonidentity elements equal to
the third. Show that any permutation of fa; b; cg determines an
automorphism and, conversely, any automorphism is given by a
permutation of fa; b; cg.

5.3.8. Describe the automorphism group of Zn � Zn. (The description
need not be quite as explicit as that of Aut.Z2 � Z2/.) Can you describe
the automorphism group of .Zn/k ?

5.4. Group Actions and Group Structure
In this section, we consider some applications of the idea of group actions
to the study of the structure of groups.

Consider the action of a group G on itself by conjugation. Recall
that the stabilizer of an element is called its centralizer and the orbit of
an element is called its conjugacy class. The set of elements z whose
conjugacy class consists of z alone is precisely the center of the group. If
G is finite, the decomposition of G into disjoint conjugacy classes gives
the equation

jGj D jZ.G/j C

X
g

jGj

jCent.g/j
;

where Z.G/ denotes the center of G, Cent.g/ the centralizer of g, and the
sum is over representatives of distinct conjugacy classes inG nZ.G/. This
is called the class equation.

Example 5.4.1. Let’s compute the right side of the class equation for the
group S4. We saw in Example 5.1.17 that S4 has only one element in its
center, namely, the identity. Its nonsingleton conjugacy classes are of sizes
6, 3, 8, and 6. This gives 24 D 1C 6C 3C 8C 6.

Consider a group of order pn, where p is a prime number and n a
positive integer. Every subgroup has order a power of p by Lagrange’s
theorem, so for g 2 GnZ.G/, the size of the conjugacy class of g, namely,

jGj

jCent.g/j
;

is a positive power of p. Since p divides jGj and jZ.G/j � 1, it follows
that p divides jZ.G/j. We have proved the following:

Proposition 5.4.2. If jGj is a power of a prime number, then the center of
G contains nonidentity elements.
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We discovered quite early that any group of order 4 is either cyclic or
isomorphic to Z2 � Z2. We can now generalize this result to groups of
order p2 for any prime p.

Corollary 5.4.3. Any group of order p2, where p is a prime, is either
cyclic or isomorphic to Zp � Zp.

Proof. Suppose G, of order p2, is not cyclic. Then any nonidentity el-
ement must have order p. Using the proposition, choose a nonidentity
element g 2 Z.G/. Since o.g/ D p, it is possible to choose h 2 G n hgi.
Then g and h are both of order p, and they commute.

I claim that hgi \ hhi D feg. In fact, hgi \ hhi is a subgroup of hgi,
so if it is not equal to feg, then it has cardinality p; but then it is equal to
hgi and to hhi. In particular, h 2 hgi, a contradiction.

It follows from this that hgihhi contains p2 distinct elements of G,
hence G D hgihhi. Therefore, G is abelian.

Now hgi and hhi are two normal subgroups with hgi \ hhi D feg and
hgihhi D G. Hence G Š hgi � hhi Š Zp � Zp. n

Look now at Exercise 5.4.1, in which you are asked to show that a
group of order p3 (p a prime) is either abelian or has center of size p.

Corollary 5.4.4. Let G be a group of order pn, n > 1. Then G has a
normal subgroup feg �

¤

N �
¤

G. Furthermore, N can be chosen so that

every subgroup of N is normal in G.

Proof. If G is nonabelian, then by the proposition, Z.G/ has the desired
properties. If G is abelian, every subgroup is normal. If g is a nonidentity
element, then g has order ps for some s � 1. If s < n, then hgi is a proper
subgroup. If s D n, then gp is an element of order pn�1, so hgpi is a
proper subgroup. n

Corollary 5.4.5. Suppose jGj D pn is a power of a prime number. Then
G has a sequence of subgroups

feg D G0 � G1 � G2 � � � � � Gn D G

such that the order of Gk is pk , and Gk is normal in G for all k.

Proof. We prove this by induction on n. If n D 1, there is nothing to
do. So suppose the result holds for all groups of order pn

0

, where n0 < n.
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Let N be a proper normal subgroup of G, with the property that every
subgroup ofN is normal inG. The order ofN is ps for some s, 1 � s < n.
Apply the induction hypothesis to N to obtain a sequence

feg D G0 � G1 � G2 � � � � � Gs D N

with jGkj D pk . Apply the induction hypothesis again to NG D G=N to
obtain a sequence of subgroups

feg D NG0 � NG1 � NG2 � � � � � NGn�s D NG

with j NGkj D pk and NGk normal in NG. Then put GsCk D ��1 NGk , for
1 � k � n � s, where � W G �! G=N is the quotient map. Then the
sequence .Gk/0�k�n has the desired properties. n

We now use similar techniques to investigate the existence of sub-
groups of order a power of a prime. The first result in this direction is
Cauchy’s theorem:

Theorem 5.4.6. (Cauchy’s theorem). Suppose the prime p divides the
order of a group G. Then G has an element of order p.

The proof given here, due to McKay,1 is simpler and shorter than other
known proofs.

Proof. Let X be the set consisting of sequences .a1; a2; : : : ; ap/ of ele-
ments of G such that a1a2 : : : ap D e. Note that a1 through ap�1 can
be chosen arbitrarily, and ap D .a1a2 : : : ap�1/

�1. Thus the cardinality
of X is jGj

p�1. Recall that if a; b 2 G and ab D e, then also ba D e.
Hence if .a1; a2; : : : ; ap/ 2 X , then .ap; a1; a2; : : : ; ap�1/ 2 X as well.
Hence, the cyclic group of order p acts on X by cyclic permutations of the
sequences.

Each element of X is either fixed under the action of Zp, or it belongs
to an orbit of size p. Thus jX j D nC kp, where n is the number of fixed
points and k is the number of orbits of size p. Note that n � 1, since
.e; e; : : : ; e/ is a fixed point of X . But p divides jX j � kp D n, so X has
a fixed point .a; a; : : : ; a/ with a ¤ e. But then a has order p. n

Theorem 5.4.7. (First Sylow theorem). Suppose p is a prime, and pn

divides the order of a group G. Then G has a subgroup of order pn.

1J. H. McKay, Amer. Math. Monthly 66 (1959), p. 119.
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Proof. We prove this statement by induction on n, the case n D 1 being
Cauchy’s theorem. We assume inductively that G has a subgroup H of
order pn�1. Then ŒG W H� is divisible by p.

Let H act on G=H by left multiplication. We know that ŒG W H�

is equal to the number of fixed points plus the sum of the cardinalities
of nonsingleton orbits. The size of every nonsingleton orbit divides the
cardinality of H , so is a power of p. Since p divides ŒG W H�, and p
divides the size of each nonsingleton orbit, it follows that p also divides
the number of fixed points. The number of fixed points is nonzero, since
H itself is fixed.

Let’s look at the condition for a coset xH to be fixed under left mul-
tiplication by H . This is so if, and only if, for each h 2 H , hxH D xH .
That is, for each h 2 H , x�1hx 2 H . Thus x is in the normalizer of H in
G (i.e., the set of g 2 G such that gHg�1 D H ).

We conclude that the normalizer NG.H/ �
¤

H . More precisely, the

number of fixed points for the action of H on G=H is the index
ŒNG.H/ W H�, which is thus divisible by p. Of course, H is normal in
NG.H/, so we can consider NG.H/=H , which has size divisible by p.
By Cauchy’s theorem, NG.H/=H has a subgroup of order p. The inverse
image of this subgroup inNG.H/ is a subgroupH1 of cardinality pn. n

Definition 5.4.8. If pn is the largest power of the prime p dividing the
order of G, a subgroup of order pn is called a p-Sylow subgroup.

The first Sylow theorem asserts, in particular, the existence of a p–
Sylow subgroup for each prime p.

Theorem 5.4.9. Let G be a finite group, p a prime number,H a subgroup
of G of order ps , and P a p–Sylow subgroup of G. Then there is a a 2 G

such that aHa�1 � P .

Proof. Let X be the family of conjugates of P in G. According to Ex-
ercise 5.4.2, the cardinality of X is not divisible by p. Now let H act on
X by conjugation. Any nonsingleton orbit must have cardinality a power
of p. Since jX j is not divisible by p, it follows that X has a fixed point
under the action of H . That is, for some g 2 G, conjugation by elements
of H fixes gPg�1. Equivalently, H � NG.gPg

�1/ D gNG.P /g
�1,

or g�1Hg � NG.P /. Since jg�1Hgj D jH j D ps , it follows from
Exercise 5.4.3 that g�1Hg � P . n
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Corollary 5.4.10. (Second Sylow theorem). Let P andQ be two p–Sylow
subgroups of a finite group G. Then P and Q are conjugate subgroups.

Proof. According to the theorem, there is an a 2 G such that aQa�1

� P . Since the two groups have the same size, it follows that aQa�1 D

P n

Theorem 5.4.11. (Third Sylow theorem). Let G be a finite group and let
p be a prime number. The number of p–Sylow subgroups of G divides jGj

and is congruent to 1 .mod p/. In other words, the number of p–Sylow
subgroups can be written in the form mp C 1.

Proof. Let P be a p–Sylow subgroup. The family X of p–Sylow sub-
groups is the set of conjugates of P , according to the second Sylow theo-
rem. Let P act on X by conjugation. If Q is a p–Sylow subgroup distinct
from P , thenQ is not fixed under the action of P ; for ifQ were fixed, then
P � NG.Q/, and by Exercise 5.4.3, P � Q. Therefore, there is exactly
one fixed point for the action of P on X , namely, P . All the nonsingleton
orbits for the action of P on X have size a power of p, so jX j D mp C 1.

On the other hand, G acts transitively on X by conjugation, so

jX j D
jGj

jNG.P /j

divides the order of G. n

We can summarize the three theorems of Sylow as follows: If pn is
the largest power of a prime p dividing the order of a finite group G, then
G has a subgroup of order pn. Any two such subgroups are conjugate
in G and the number of such subgroups divides jGj and is conjugate to 1
.mod p/.

Example 5.4.12. Let p and q be primes with p > q. If q does not divide
p � 1, then any group of order pq is cyclic. If q divides p � 1, then any
group of order pq is either cyclic or a semidirect product Zp Į̀ Zq . In this
case, up to isomorphism, there is exactly one nonabelian group of order
pq.

Proof. Let G be a group of order pq. Then G has a p–Sylow subgroup P
of order p and a q–Sylow subgroup of order q; P and Q are cyclic, and
since the orders of P andQ are relatively prime, P \Q D feg. It follows
from the third Sylow theorem that P is normal in G, since 1 is the only
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natural number that divides pq and is congruent to 1 .mod p/. Therefore,
PQ D QP is a subgroup of G of order pq, so PQ D G.

According to Corollary 3.2.5, there is a homomorphism ˛ W Zq !

Aut.Zp/ such that G Š Zp Į̀ Zq . Since Zq is simple, ˛ is either trivial

or injective; in the latter case, ˛.Zq/ is a cyclic subgroup of Aut.Zp/ of
order q. But, by Corollary 5.3.4, Aut.Zp/ Š Zp�1. Therefore, if q does
not divide p � 1, then ˛ must be trivial, so G Š Zp � Zq Š Zpq .

On the other hand, if q divides p � 1, then Aut.Zp/ Š Zp�1 has a
unique subgroup of order q, and there exists an injective homomorphism
˛ of Zq into Aut.Zp/. Thus there exists a nonabelian semidirect product
Zp Į̀ Zq .

It remains to show that if ˛ and ˇ are non-trivial homomorphisms of
Zq into Aut.Zp/, then Zp Į̀ Zq Š Zp Ì

ˇ
Zq . Since ˛ and ˇ are injective,

˛.Zq/ and ˇ.Zq/ are both equal to the unique cyclic subgroup of order q
in Aut.Zp/ Š Zp�1. Write ˛1 D ˛.Œ1�q/ and ˇ1 D ˇ.Œ1�q/. Then ˛1 and
ˇ1 are two generators of the same cyclic group of order q, so there exist
integers r and s such that ˛1 D ˇr1, ˇ1 D ˛s1, and rs � 1 .mod q/. Then
for all t , ˛.Œt �q/ D ˛t1 D ˇrt1 D ˇ.Œrt �q/. Likewise, ˇ.Œt �q/ D ˛.Œst �q/.
Now we can define an isomorphism from Zp Į̀ Zq to Zp Ì

ˇ
Zq , by

.Œa�p; Œt �q/˛ 7! .Œa�p; Œrt �q/ˇ :

Here we have decorated a pair .Œa�p; Œt �q/ with an ˛ if it represents an
element of Zp Į̀ Zq , and similarly for ˇ.

I leave as an exercise for the reader to check that this formula does
give an isomorphism from Zp Į̀ Zq to Zp Ì

ˇ
Zq; see Exercise 5.4.4. n

Example 5.4.13. Since 3 does not divide .5 � 1/, the only group of order
15 is cyclic. Since 3 divides .7� 1/, there is a unique nonabelian group of
order 21, as well as a unique (cyclic) abelian group of order 21.

Example 5.4.14. We know several groups of order 30, namely, Z30, D15,
Z3 � D5, and Z5 � D3. We can show that these groups are mutually
nonisomorphic; see Exercise 5.4.5.

Are these the only possible groups of order 30? Let G be a group of
order 30. Then G has (cyclic) Sylow subgroups P , Q, and R of orders 2,
3, and 5.

By the third Sylow theorem, the number n5 of conjugates of R is con-
gruent to 1 (mod 5), and divides 30. Hence n5 2 f1; 6g. Likewise the
number n3 of conjugates of Q is congruent to 1 (mod 3) and divides 30.
Hence nr 2 f1; 10g. I claim that at least one of Q and R must be normal.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 256 — #268 i
i

i
i

i
i

256 5. ACTIONS OF GROUPS

If R is not normal, then R has 6 conjugates. The intersection of any two
distinct conjugates is trivial (as the size must be a divisor of the prime 5).
Therefore, the union of conjugates of R contains 6 � 4 D 24 elements of
order 5. Likewise, if Q is not normal, then the union of its 10 conjugates
contains 20 elements of order 3. Since G has only 30 elements, it is not
possible for both R and Q to be non-normal.

Since at least one of R and Q is normal, N D RQ is a subgroup of G
of order 15. Now N is normal in G, since it has index 2, and cyclic, since
any group of order 15 is cyclic.

We have G D NP and N \P D feg, so according to Corollary 3.2.5,
there is a homomorphism ˛ W Z2 ! Aut.Z15/, such that G Š Z15 Į̀ Z2.
To complete the classification of groups of order 30, we have to classify
such homomorphisms; the nontrivial homomorphisms are determined by
order 2 elements of Aut.Z15/.

We have Aut.Z15/ Š Aut.Z5/�Aut.Z3/ Š ˚.5/�˚.3/ Š Z4�Z2.
In particular, if � is an automorphism of Z5 � Z3, then there exist unique
automorphisms � 0 of Z5 and � 00 of Z3 such that for all .Œa�; Œb�/ 2 Z5�Z3,
�..Œa�; Œb�// D .� 0.Œa�/; � 00.Œb�//. The reader is asked to check the details
of these assertions in Exercise 5.4.7.

It is easy to locate one order 2 automorphism of Zn for any n, namely,
the automorphism given by Œk� 7! Œ�k�. Since Aut.Z5/ and Aut.Z3/ are
cyclic, each of these groups has exactly one element of order 2. Then
Aut.Z5/ � Aut.Z3/ has exactly three elements of order 2, namely,

'1..Œa�; Œb�// D .Œ�a�; Œb�/;

'2..Œa�; Œb�// D .Œa�; Œ�b�/; and

'3..Œa�; Œb�// D .Œ�a�;�Œb�/:

We will also write 'i for the homomorophism from Z2 to Aut.Z5/ �

Aut.Z3/ whose value at Œ1�2 is 'i . It is straightforward to check that
(a) .Z5 � Z3/ Ì

'1

Z2 Š D5 � Z3,

(b) .Z5 � Z3/ Ì
'2

Z2 Š Z5 �D3, and

(c) .Z5 � Z3/ Ì
'3

Z2 Š D15;

see Exercise 5.4.6.
Thus these three groups are the only nonabelian groups of order 30

(and Z30 is the only abelian group of order 30).

Example 5.4.15. Let us determine all groups of order 28, up to isomor-
phism. Let G be such a group. The number n7 of 7–Sylow subgroups of
G is congruent to 1 (mod 7) and divides 28, so n7 D 1. Therefore G has
a unique 7–Sylow subgroup N , which is cyclic of order 7 and normal in
G. Let A denote a 2–Sylow subgroup, of order 4. Then N \ A D feg
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and NA D G, because jNAj D
jN jjAj

jN \ Aj
D 28. Thus G is the semidirect

product of N and A.
The abelian groups of order 28 are Z7 � Z4 and Z7 � Z2 � Z2. To

classify the non-abelian groups of order 28, we have to classify the non-
trivial homomorphisms from groups of order 4 into Aut.Z7/ Š Z6.

Aut.Z7/ has a unique subgroup of order 2, generated by the automor-
phism j W Œx�7 7! Œ�x�7. Any non-trivial homomorphism from a group of
order 4 into Aut.Z7/ must have image hj i, since the size of the image is a
common divisor of 4 and 6. So we are looking for homomorphisms from
a group of order 4 onto hj i Š Z2.

Z4 has a unique homomorphism ˛ onto hj i determined by ˛ W Œ1�4 7!

j . Therefore, up to isomorphism, Z7 Į̀Z4 is the unique non-abelian group
of order 28 with 2–Sylow subgroup isomorphic to Z4. This group is gen-
erated by elements a and b satisfying a7 D b4 D 1 and bab�1 D a�1.
See Exercise 5.4.10.

I claim that there is also, up to isomorphism, a unique non-abelian
group of order 28 with 2-Sylow subgroup isomorphic to Z2 � Z2. Equiv-
alently, there exist homomorphisms from Z2�Z2 onto hj i Š Z2, and if ˇ
and 
 are two such homomorphisms, then Z7 Ì

ˇ
.Z2 � Z2/ Š

Z7 Ì


.Z2 � Z2/: One homomorphism ˇ from Z2 � Z2 onto hj i is de-

termined by ˇ..Œx�; Œy�// D j x . One can show that if 
 is another such
homomorphism, then there is an automorphism ' of Z2 � Z2 such that

 D ˇ ı '. It follows from this that Z7 Ì

ˇ
.Z2 � Z2/ Š Z7 Ì



.Z2 � Z2/:

See Exercises 5.4.13 and 5.4.14.
Note that D14 and D7 � Z2 are models for the non-abelian group of

order 28 with 2–Sylow subgroup isomorphic to Z2 � Z2. In particular,
these two groups are isomorphic. See Exercise 5.4.11.

Exercises 5.4

5.4.1. Suppose jGj D p3, where p is a prime. Show that either jZ.G/j D

p or G is abelian.

5.4.2. Let P be a p–Sylow subgroup of a finite group G. Consider the
set of conjugate subgroups gPg�1 with g 2 G. According to Corollary
5.1.14, the number of such conjugates is the index of the normalizer of P
in G, ŒG W NG.P /�. Show that the number of conjugates is not divisible
by p.
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5.4.3. Let P be a p–Sylow subgroup of a finite group G. Let H be a
subgroup of NG.P / such that jH j D ps . Show that H � P . Hint: Refer
to Exercise 5.1.10, where it is shown that HP is a subgroup of NG.P /
with

jHP j D
jP j jH j

jH \ P j
:

5.4.4. Let p > q be prime numbers such that q divides p� 1. Let ˛ and ˇ
be two injective homomorphisms of Zq into Aut.Zp/ Š Zp�1. Complete
the proof in Example 5.4.12 that Zp Į̀ Zq Š Zp Ì

ˇ
Zq .

5.4.5. Show that the groups Z30,D15, Z3�D5, and Z5�D3 are mutually
nonisomorphic.

5.4.6. Verify the following isomorphisms:
(a) .Z5 � Z3/ Ì

'1

Z2 Š D5 � Z3

(b) .Z5 � Z3/ Ì
'2

Z2 Š Z5 �D3

(c) .Z5 � Z3/ Ì
'3

Z2 Š D15

5.4.7. Verify the assertion made about Aut.Z15/ in Example 5.4.14.

5.4.8. Show that an abelian group is the direct product of its p–Sylow
subgroups for primes p dividing jGj.

5.4.9. We have classified all groups of orders p, p2, and pq completely
(p and q primes). Which numbers less than 30 have prime decompositions
of the form p, p2, or pq? For which n of the form pq does there exist a
non-abelian group of order n?

5.4.10. Let ˛ be the unique non-trivial homomorphism from Z4 onto hj i �

Aut.Z7/. Show that Z7 Į̀ Z4 is generated by elements a and b satisfying

a7 D b4 D 1 and bab�1 D a�1, and conversely, a group generated by
elements a and b satisfying these relations is isomorphic to Z7 Į̀ Z4.

5.4.11. Show that D14 and D7 � Z2 are both groups of order 28 with 2–
Sylow subgroups isomorphic to Z2 � Z2. Give an explicit isomorphism
D14 Š D7 � Z2.

5.4.12. Is D2n isomorphic to Dn � Z2 for all n? For all odd n?

5.4.13. Let N and A be groups, ˇ W A ! Aut.N / a homomorphism and
' 2 Aut.A/. Show that N Ì

ˇ
A Š N Ì

ˇı'
A.

5.4.14. Let 
 W Z2 � Z2 ! Z2 be a surjective group homomorphism.
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(a) Show that ker.
/ is generated by an element of Z2� Z2 of order
2.

(b) Show that 
 is determined by its kernel. That is, if 
 and 
 0 are
two such homomorphisms with the same kernel, then 
 D 
 0.

(c) Show that if ˇ and 
 are two such homomorphisms, then there
exists an automorphism ' 2 Aut.Z2 � Z2/ such that ker.ˇ/ D

ker.
 ı '/. Consequently, ˇ D 
 ı '.
(d) Conclude from Exercise 5.4.13 that if ˇ and 
 are two non-trivial

homomorphisms from Z2 � Z2 into Aut.Z7/, then
Z7 Ì

ˇ
.Z2 � Z2/ Š Z7 Ì



.Z2 � Z2/:

5.4.15. Classify the non-abelian group(s) of order 20.

5.4.16. Classify the non-abelian group(s) of order 18.

5.4.17. Classify the non-abelian group(s) of order 12.

5.4.18. Let p be the largest prime dividing the order of a finite group G,
and let P be a p–Sylow subgroup of G. Find an example showing that P
need not be normal in G.

5.5. Application: Transitive Subgroups of S5

This section can be omitted without loss of continuity. However, in the
discussion of Galois groups in Chapter 9, we shall refer to the results of
this section.

In this brief section, we will use the techniques of the previous sec-
tions to classify the transitive subgroups of S5. Of course, S5 itself and
the alternating group A5 are transitive subgroups. Also, we can readily
think of Z5 D h.12345/i (and its conjugates), and D5 D h.12345/; .12/i

(and its conjugates). (We write ha; b; c; : : : i for the subgroup generated by
elements a; b; c; : : : .)

We know that the only subgroup of index 2 in S5 is A5; see Exercise
2.4.15. We will need the fact, which is proved later in the text (Section
10.3), that A5 is the only normal subgroup of S5 other than S5 and feg.

Lemma 5.5.1. Let G be a subgroup of S5 that is not equal to S5 or A5.
Then ŒS5 W G� � 5; that is, jGj � 24.

Proof. Write d D ŒS5 W G�. Consider the action of S5 on the set X of left
cosets of G in S5 by left multiplication.

I claim that this action is faithful (i.e., that the corresponding homo-
morphism of S5 into Sym.X/ Š Sd is injective). In fact, the kernel of the
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homomorphism is the intersections of the stabilizers of the points of X ,
and, in particular, is contained in G, which is the stabilizer of G D eG 2

X . On the other hand, the kernel is a normal subgroup of S5. Since G
does not contain S5 or A5, it follows from the fact just mentioned that the
kernel is feg.

But this means that S5 is isomorphic to a subgroup of Sym.X/ Š Sd ,
and, consequently, 5Š � dŠ, or 5 � d . n

Remark 5.5.2. More, generally,An is the only nontrivial normal subgroup
of Sn for n � 5. So the same argument shows that a subgroup of Sn that
is not equal to Sn or An must have index at least n in Sn.

Now, suppose that G is a transitive subgroup of S5, not equal to S5
or A5. We know that for any finite group acting on any set, the size of
any orbit divides the order of the group. By hypothesis, G, acting on
f1; : : : ; 5g, has one orbit of size 5, so 5 divides jGj. But, by the lemma,
jGj � 24. Thus,

jGj D 5k; where 1 � k � 4:

By Sylow theory, G has a normal subgroup of order 5, necessarily
cyclic. Let � 2 G be an element of order 5. Since G � S5, the only pos-
sible cycle structure for � is a 5-cycle. Without loss of generality, assume
� D .1 2 3 4 5/.

That h�i is normal inG means thatG � NS5
.h�i/. What isNS5

.hai/?
We know that for any � 2 S5, ����1 D .�.1/ �.2/ : : : �.5//. For � to
normalize h�i, it is necessary and sufficient that the element

.�.1/ �.2/ : : : �.5//

be a power of .1 2 3 4 5/. We can readily find one permutation � that will
serve, namely, � D .2 3 5 4/, which satisfies ����1 D �2.

Observe that A5 does not normalize h�i, so the lemma, applied to
NS5

.h�i/ gives that the cardinality of this group is no more than 20. On
the other hand, h�; �i is a subgroup of NS5

.h�i/ isomorphic to Z4 Ë Z5
and has cardinality 20. Therefore, NS5

.h�i/ D h�; �i.
Now, we have h�i � G � h�; �i. The possibilities for G are h�i Š

Z5, h�; �2i Š D5, and, finally, h�; �i Š Z4 Ë Z5. The normalizer of each
of these groups is h�; �i; hence the number of conjugates of each of the
groups is 5.

To summarize,

Proposition 5.5.3. The transitive subgroups of S5 are
(a) S5
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(b) A5
(c) h.1 2 3 4 5/; .2 3 5 4/i Š Z4 Ë Z5 (and its five conjugates)
(d) h.1 2 3 4 5/; .2 5/.3 4/i Š D5 (and its five conjugates)
(e) h.1 2 3 4 5/i Š Z5 (and its five conjugates)

Remark 5.5.4. There are 16 conjugacy classes of transitive subgroups of
S6, and seven of S7. (See J. D. Dixon and B. Mortimer, Permutation
Groups, Springer–Verlag, 1996, pp. 58–64.) Transitive subgroups of Sn
at least for n � 11 have been classified. Consult Dixon and Mortimer for
further details.

5.6. Additional Exercises for Chapter 5

5.6.1. Let G be a finite group and let H be a subgroup. Let Y denote the
set of conjugates of H in G, Y D fgHg�1 W g 2 Gg. As usual, G=H
denotes the set of left cosets of H in G, G=H D fgH W g 2 Gg.

(a) Show that
#.G=H/

#Y
D ŒNG.H/ W H�.

(b) Consider the map from G=H to Y defined by gH 7! gHg�1.
Show that this map is well defined and surjective.

(c) Show that the map in part (b) is one to one if, and only if, H D

NG.H/. Show that, in general, the map is ŒNG.H/ W H� to one
(i.e., the preimage of each element of Y has size ŒNG.H/ W H�).

Definition 5.6.1. Suppose a group G acts on sets X and Y . We say that a
map ' W X ! Y is G-equivariant if for all x 2 X ,

'.g � x/ D g � .'.x//:

5.6.2. Let G act transitively on a set X . Fix x0 2 X , let H D Stab.x0/,
and let Y denote the set of conjugates of H in G. Show that there is a
G-equivariant surjective map fromX to Y given by x 7! Stab.x/, and this
map is ŒNG.H/ W H� to one.

5.6.3. Let D4 � S4 be the subgroup generated by .1234/ and .14/.23/.
Show that NS4

.D4/ D D4. Conclude that there is an S4-equivariant bi-
jection from S4=D4 onto the set of conjugates of D4 in S4.

5.6.4. Let G be the rotation group of the tetrahedron, acting on the set of
faces of the tetrahedron. Show that map F 7! Stab.F / is bijective, from
the set of faces to the set of stabilizer subgroups of faces.
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5.6.5. Let G be the rotation group of the cube, acting on the set of faces of
the cube. Show that map F 7! Stab.F / is 2-to-1, from the set of faces to
the set of stabilizer subgroups of faces.

5.6.6. Let G D Sn and H D Stab.n/ Š Sn�1. Show that H is its own
normalizer, so that the cosets of H correspond 1-to-1 with conjugates of
H . Describe the conjugates of H explicitly.

5.6.7. Identify the group G of rotations of the cube with S4, via the action
on the diagonals of the cube. G also acts transitively on the set of set of
three 4–fold rotation axes of the cube; this gives a homomorphism of S4
into S3.

(a) Compute the resulting homomorphism  of S4 to S3 explicitly.
(For example, compute the image of a set of generators of S4.)
Show that  is surjective. Find the kernel of  .

(b) Show that the stabilizer of each 4–fold rotation axis is conjugate
to D4 � S4.

(c) Show that L 7! Stab.L/ is a bijection between the set of 4–fold
rotation axes and the stabilizer subgroups of these axes in G.
This map is G-equivariant, where G acts on the set of stabilizer
subgroups by conjugation.

5.6.8. Let H be a proper subgroup of a finite group G. Show that G
contains an element that is not in any conjugate of H .

5.6.9. Find all (2- and 3-) Sylow subgroups of S4.

5.6.10. Find all (2- and 3-) Sylow subgroups of A4.

5.6.11. Find all (2- and 3-) Sylow subgroups of D6.

5.6.12. Let G be a finite group, p a prime, P a p–Sylow subgroup of G,
and N a normal subgroup of G. Show that PN=N is a p–Sylow subgroup
of G=N and that P \N is a p–Sylow subgroup of N .

5.6.13. Let G be a finite group, p a prime, and P a p–Sylow subgroup of
G. Show that NG.NG.P // D NG.P /.

Let p be a prime. Recall that a group (not necessarily finite) is called
a p-group if every element has finite order pk for some k � 0.

5.6.14. Show that a finite group G is a p-group if, and only if, the order of
G is equal to a power of p.

5.6.15. Let N be a normal subgroup of a group G (not necessarily finite).
Show that G is a p-group if, and only if, both N and G=N are p-groups.

5.6.16. Let H be a subgroup of a finite p-group G, with H ¤ feg. Show
that H \Z.G/ ¤ feg.
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5.6.17. Let G be a finite group, p a prime, and P a p–Sylow subgroup.
Suppose H is a normal subgroup of G of order pk for some k. Show that
H � P .

5.6.18. Show that a group of order 2n5m,m; n � 1, has a normal 5–Sylow
subgroup. Can you generalize this statement?

5.6.19. Show that a group G of order 56 has a normal Sylow subgroup.
Hint: LetP be a 7–Sylow subgroup. IfP is not normal, count the elements
in
[
g2G

gPg�1.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 264 — #276 i
i

i
i

i
i

CHAPTER 6

Rings

6.1. A Recollection of Rings
We encountered the definitions of rings and fields in Section 1.11. Let us
recall them here for convenience.

Definition 6.1.1. A ring is a nonempty set R with two operations: ad-
dition, denoted here by C, and multiplication, denoted by juxtaposition,
satisfying the following requirements:

(a) Under addition, R is an abelian group.
(b) Multiplication is associative.
(c) Multiplication distributes over addition: a.b C c/ D ab C ac,

and .b C c/a D baC ca for all a; b; c 2 R.

A ring is called commutative if multiplication is commutative, ab D

ba for all elements a; b in the ring. Recall that a multiplicative identity in
a ring is an element 1 such that 1a D a1 D a for all elements a in the ring.
An element a in a ring with multiplicative identity 1 is a unit or invertible
if there exists an element b such that ab D ba D 1.

Some authors include the the existence of a multiplicative identity in
the definition of a ring, but as this requirement excludes many natural ex-
amples, we will not follow this practice.

Let’s make a few elementary deductions from the ring axioms: Note
that the distributive law a.bCc/ D abCac says that the mapLa W b 7! ab

is a group homomorphism of .R;C/ to itself. It follows that La.0/ D 0

and La.�b/ D �La.b/ for any b 2 R. This translates to a 0 D 0 and
a.�b/ D �ab. Similarly, Ra W b 7! ba is a group homomorphism of
.R;C/ to itself, and, consequently, 0 a D 0, and .�b/a D �ba. For n 2 Z
and a 2 R, since nb is the n–th power of b in the abelian group .R;C/,
we also have La.nb/ D nLa.b/; that is, a.nb/ D n.ab/. Similarly,
Ra.nb/ D nLa.b/; that is, .nb/a D n.ba/.

264
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In particular, ifR has a multiplicative identity element 1, then .n 1/a D

n.1 a/ D na and a.n 1/ D n.a 1/ D na for any n 2 Z and a 2 R.

A field is a special sort of ring:

Definition 6.1.2. A field is a commutative ring with multiplicative identity
element 1 (different from 0) in which every nonzero element is a unit.

We gave a number of examples of rings and fields in Section 1.11,
which you should review now. There are (at least) four main sources of
ring theory:

1. Numbers. The familiar number systems Z, Q, R, and C are rings. In
fact, all of them but Z are fields.

2. Polynomial rings in one or several variables. We have discussed poly-
nomials in one variable over a field in Section 1.8. Polynomials in several
variables, with coefficients in any commutative ring R with identity ele-
ment, have a similar description: Let x1; : : : ; xn be variables, and let I D

.i1; : : : ; in/ be a so–called multi-index, namely, a sequence of nonnegative
integers of length n. Let xI denote the monomial xI D x

i1
1 x

i2
2 � � � x

in
n . A

polynomial in the variables x1; : : : ; xn with coefficients in R is an expres-
sion of the form

P
I ˛Ix

I , where the sum is over multi-indices, the ˛I are
elements of R, and ˛I D 0 for all but finitely many multi-indices I .

Example 6.1.3. 7xyz C 3x2yz2 C 2yz3 is an element of QŒx; y; z�. The
three nonzero terms correspond to the multi-indices

.1; 1; 1; /; .2; 1; 2/; and .0; 1; 3/:

Polynomials in several variables are added and multiplied according
to the following rules:X

I

˛Ix
I

C

X
I

ˇIx
I

D

X
I

.˛I C ˇI /x
I ;

and

.
X
I

˛Ix
I /.
X
J

ˇJx
J / D

X
I

X
J

˛IˇJx
ICJ

D

X
L


Lx
L;

where 
L D

X
I;J

ICJDL

˛IˇJ .

With these operations, the setRŒx1; : : : ; xn� of polynomials in the vari-
ables fx1 : : : ; xng with coefficients in R is a commutative ring with multi-
plicative identity.
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Example 6.1.4. Let p.x; y; z/ D 7xyzC3x2yz2C2yz3 and q.x; y; z/ D

2C 3xz C 2xyz. Then

p.x; y; z/C q.x; y; z/ D 2C 3xz C 9xyz C 3x2yz2 C 2yz3;

and

p.x; y; z/q.x; y; z/ D 14 x y z C 27 x2 y z2 C 14 x2 y2 z2 C 4 y z3

C 9 x3 y z3 C 6 x3 y2 z3 C 6 x y z4 C 4 x y2 z4:

3. Rings of functions. Let X be any set and let R be a field. Then the set
of functions defined on X with values in R is a ring, with the operations
defined pointwise: .f Cg/.x/ D f .x/Cg.x/, and .fg/.x/ D f .x/g.x/.

If X is a metric space (or a topological space) and R is equal to one
of the fields R or C, then the set of continuous R–valued functions on X ,
with pointwise operations, is a ring. The essential point here is that the
sum and product of continuous functions are continuous. (If you are not
familiar with metric or topological spaces, just think of X as a subset of
R.)

If X is an open subset of C, then the set of holomorphic C–valued
functions on X is a ring. (If you are not familiar with holomorphic func-
tions, just ignore this example.)

4. Endomorphism rings and matrix rings. Let V be a vector space over
a field K. The set EndK.V / D HomK.V; V / of linear maps from V to
V has two operations: Addition of linear maps is defined pointwise, .S C

T /.v/ D S.v/C T .v/. Multiplication of linear maps, however, is defined
by composition: ST .v/ D S.T .v//. With these operations, EndK.V / is a
ring.

The set Matn.K/ of n-by-n matrices with entries in K is a ring, with
the usual operations of addition and multiplication of matrices.

If V is n-dimensional over K, then the rings EndK.V / and Matn.K/
are isomorphic. In fact, for any ordered basis B D .v1; : : : ; vn/ of V the
map that assigns to each linear map T W V ! V its matrix ŒT �B;B with
respect to B is a ring isomorphism from End.V / to Matn.K/.

The notion of subring was introduced informally in Section 1.11; let
us give the precise definition.

Definition 6.1.5. A nonempty subset S of a ring R is called a subring if S
is a ring with the two ring operations inherited from R.

For S to be a subring of R, it is necessary and sufficient that
1. For all elements x and y of S , the sum and product x C y and

xy are elements of S .
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2. For all x 2 S , the additive opposite �x is an element of S .

We gave a number of examples of subrings in Example 1.11.5. You
are asked to verify these examples, and others, in the Exercises.

For any ring R and any subset S � R there is a smallest subring of R
that contains S , which is called the subring generated by S . We say that
R is generated by S as a ring if no proper subring of R contains S .

A “constructive” view of the subring generated by S is that it consists
of all possible finite sums of finite products ˙T1T2 � � �Tn, where Ti 2

S . In particular, the subring generated by a single element T 2 R is
the set of all sums

Pn
iD1 niT

i . (Note there is no term for i D 0.) The
subring generated by T and the multiplicative identity 1 (assuming that R
has a multiplicative identity) is the set of all sums n01 C

Pn
iD1 niT

i DPn
iD0 niT

i , where we use the convention T 0 D 1.
The subring generated by S is equal to the intersection of the family

of all subrings of R that contain S ; this family is nonempty since R it-
self is such a subring. (As for subgroups, the intersection of an arbitrary
nonempty collection of subrings is a subring.)

Example 6.1.6. Let S be a subset of EndK.V / for some vector space V .
There are two subrings of EndK.V / associated to S . One is the subring
generated by S , which consists of all finite sums of products of elements
of S . Another is

S 0
D fT 2 EndK.V / W TS D ST for all S 2 Sg;

the so–called commutant of S in End.V /.

Example 6.1.7. Let G be a subgroup of GL.V /, the group of invertible
linear transformations of a vector space V over a field K. I claim that the
subring of EndK.V / generated by G is the set of finite sums

P
g2G ngg,

where ng 2 Z. In fact, we can easily check that this set is closed under
taking sums, additive opposites, and products.

Example 6.1.8. The previous example inspires the following construction.
Let G be any finite group. Consider the set ZG of formal linear combina-
tions of group elements, with coefficients in Z,

P
g2G ag g: (If you like,

you can identify such a sum with the function g 7! ag from G to Z.) Two
such expressions are added coefficient-by-coefficient,X

g2G

ag g C

X
g2G

bg g D

X
g2G

.ag C bg/ g;



i
i

“bookmt” — 2006/8/8 — 12:58 — page 268 — #280 i
i

i
i

i
i

268 6. RINGS

and multiplied according to the ruleX
g2G

ag g
X
h2G

bh h D

X
g2G

X
h2G

agbh gh D

X
`2G

.
X
g2G

agbg�1`/ `:

You are asked to verify that ZG is a ring in the Exercises. ZG is called the
integer group ring of G.

Instead of taking coefficients in Z, we can also take coefficients in C,
for example; the result is called the complex group ring of G.

Example 6.1.9. Let R be a commutative ring with multiplicative identity
element. A formal power series in one variable with coefficients in R is a
formal infinite sum

P1
iD0 ˛ix

i . The set of formal power series is denoted
RŒŒx��. Formal power series are added coefficient-by-coefficient,

1X
iD0

˛ix
i

C

1X
iD0

ˇix
i

D

1X
iD0

.˛i C ˇi /x
i :

The product of formal power series is defined as for polynomials:

.

1X
iD0

˛ix
i /.

1X
iD0

ˇix
i / D

1X
iD0


ix
i ;

where 
n D
Pn
jD0 j̨ˇn�j . With these operations, the set of formal power

series is a commutative ring.

Definition 6.1.10. Two ringsR and S are isomorphic if there is a bijection
between them that preserves both the additive and multiplicative structures.
That is, there is a bijection ' W R ! S satisfying '.aC b/ D '.a/C'.b/

and '.ab/ D '.a/'.b/ for all a; b 2 R.

Definition 6.1.11. The direct sum of several rings R1; R2; : : : ; Rn is the
Cartesian product endowed with the operations

.r1; r2; : : : ; rn/C .r 0
1; r

0
2; : : : ; r

0
s/ D .r1 C r 0

1; r2 C r 0
2; : : : ; rn C r 0

n/

and
.r1; r2; : : : ; rn/.r

0
1; r

0
2; : : : ; r

0
s/ D .r1r

0
1; r2r

0
2; : : : ; rnr

0
n/:

The direct sum of R1; R2; : : : ; Rn is denoted R1 ˚R2 ˚ � � � ˚Rn.

Example 6.1.12. According to the discussion at the end of Section 1.11
and in Exercise 1.11.10, if a and b are relatively prime natural numbers,
then Zab and Za˚Zb are isomorphic rings. Consequently, if a1; a2; : : : ; an
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are pairwise relatively prime, then Za1a2���an
Š Za1

˚ Za2
˚ � � � ˚ Zan

as rings.

Exercises 6.1

6.1.1. Show that if a ring R has a multiplicative identity, then the mul-
tiplicative identity is unique. Show that if an element r 2 R has a left
multiplicative inverse r 0 and a right multiplicative inverse r 00, then r 0 D r 00.

6.1.2. Verify that RŒx1; : : : ; xn� is a ring for any commutative ring R with
multiplicative identity element.

6.1.3. Consider the set of infinite-by-infinite matrices with real entries that
have only finitely many nonzero entries. (Such a matrix has entries aij ,
where i and j are natural numbers. For each such matrix, there is a natural
number n such that aij D 0 if i � n or j � n.) Show that the set of such
matrices is a ring without identity element.

6.1.4. Show that (a) the set of upper triangular matrices and (b) the set of
upper triangular matrices with zero entries on the diagonal are both sub-
rings of the ring of all n-by-n matrices with real coefficients. The second
example is a ring without multiplicative identity.

6.1.5. Show that the set of matrices with integer entries is a subring of the
ring of all n-by-n matrices with real entries. Show that the set of matrices
with entries in N is closed under addition and multiplication but is not a
subring.

6.1.6. Show that the set of symmetric polynomials in three variables is a
subring of the ring of all polynomials in three variables. A polynomial
is symmetric if it remains unchanged when the variables are permuted,
p.x; y; z/ D p.y; x; z/, and so on.

6.1.7. Experiment with variations on the preceding examples and exercises
by changing the domain of coefficients of polynomials, values of func-
tions, and entries of matrices: for example, polynomials with coefficients
in the natural numbers, complex–valued functions, matrices with complex
entries. What is allowed and what is not allowed for producing rings?

6.1.8. Show that EndK.V / is a ring, for any vector space V over a fieldK.

6.1.9. Suppose ' W R ! S is a ring isomorphism. Show that R has a
multiplicative identity if, and only if, S has a multiplicative identity. Show
that R is commutative if, and only if, S is commutative.

6.1.10. Show that the intersection of any family of subrings of a ring is a
subring. Show that the subring generated by a subset S of a ring R is the
intersection of all subrings R0 such that S � R0 � R.
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6.1.11. Show that the set R.x/ of rational functions p.x/=q.x/, where
p.x/; q.x/ 2 RŒx� and q.x/ ¤ 0, is a field. (Note the use of parentheses
to distinguish this ring R.x/ of rational functions from the ring RŒx� of
polynomials.)

6.1.12. Let R be a ring and X a set. Show that the set Fun.X;R/ of
functions onX with values inR is a ring. Show thatR is isomorphic to the
subring of constant functions on X . Show that Fun.X;R/ is commutative
if, and only if, R is commutative. Suppose that R has an identity; show
that Fun.X;R/ has an identity and describe the units of Fun.X;R/.

6.1.13. Let S � EndK.V /, where V is a vector space over a fieldK. Show
that

S 0
D fT 2 EndK.V / W TS D ST for all S 2 Sg

is a subring of EndK.V /.

6.1.14. Let V be a vector space over a field K. Let G be a subgroup of
GL.V /. Show that the subring of EndK.V / generated by G is the set of
all linear combinations

P
g ngg of elements of G, with coefficients in Z.

6.1.15. Verify that the “group ring” ZG of Example 6.1.8 is a ring.

6.1.16. Consider the group Z2 written as fe; �g, where �2 D e. The com-
plex group ring CZ2 consists of formal sums ae C b� , with a; b 2 C.
Show that the map a C b� 7! .a C b; a � b/ is a ring isomorphism from
the group ring CZ2 to the ring C ˚ C.

6.1.17. Let R be a commutative ring with identity element. Show that the
set of formal power series RŒŒx��, with coefficients in R is a commutative
ring.

6.2. Homomorphisms and Ideals
Certain concepts and constructions that were fundamental to our study of
groups are also important for the study of rings. In fact, one could expect
analogous concepts and constructions to play a role for any reasonable
algebraic structure.

We have already discussed the idea of a subring, which is analogous
to the idea of a subgroup. The next concept from group theory that we
might expect to play a fundamental role in ring theory is the notion of a
homomorphism.

Definition 6.2.1. A homomorphism ' W R ! S of rings is a map satisfying
'.x C y/ D '.x/ C '.y/, and '.xy/ D '.x/'.y/ for all x; y 2 R. An
endomorphism of a ring R is a homomorphism ' W R ! R.
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In particular, a ring homomorphism is a homomorphism for the abelian
group structure of R and S , so we know, for example, that '.�x/ D

�'.x/ and '.0/ D 0. Even if R and S both have an identity element
1, it is not automatic that '.1/ D 1. If we want to specify that this is so,
we will call the homomorphism a unital homomorphism.

Example 6.2.2. The map ' W Z ! Zn defined by '.a/ D Œa� D a C nZ
is a unital ring homomorphism. In fact, it follows from the definition of
the operations in Zn that '.aC b/ D ŒaC b� D Œa�C Œb� D '.a/C '.b/,
and, similarly, '.ab/ D Œab� D Œa�Œb� D '.a/'.b/ for integers a and b.

Example 6.2.3. Let R be any ring with multiplicative identity 1. The map
k 7! k 1 is a ring homomorphism from Z to R. The map is just the usual
group homomorphism from Z to the additive subgroup h1i generated by
1; see Example 2.4.7. It is necessary to check that h1i is closed under mul-
tiplication and that this map respects multiplication; that is, .m 1/.n 1/ D

mn1. This follows from two observations:
First, for any a 2 R and n 2 Z, .n 1/a D n a. This was included in

the “elementary deductions” on pages 264–265, following the definition of
a ring.

Second, n .ma/ D nma; this is just the usual law of powers in a cyclic
group. (In a group written with multiplicative notation, this law would be
written as .bm/n D bmn.) See Exercise 2.2.8 on page 103.

Putting these two observations together, we have .n 1/.m 1/ D n .m1/ D

nm1.
Warning: Such a homomorphism is not always injective. In fact, the

ring homomorphism k 7! Œk� D kŒ1� from Z to Zn is a homomorphism of
this sort that is not injective.

Example 6.2.4. Consider the ring C.R/ of continuous real–valued func-
tions on R. Let S be any subset of R, for example, S D Œ0; 1�. The map
f 7! fjS that associates to each function its restriction to S is a unital ring
homomorphism from C.R/ to C.S/. Likewise, for any t 2 R the map
f 7! f .t/ is a unital ring homomorphism from C.R/ to R.

Further examples of ring homomorphisms are given in the Exercises.

Evaluation of polynomials
We are used to evaluating polynomials (say with real coefficients) by

substituting a number for the variable. For example, if p.x/ D x2 C 2,
then p.5/ D 52 C 2 D 27. When we do this, we are treating polynomials
as functions. The following proposition justifies this practice.
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Proposition 6.2.5. (Substitution principle) Suppose that R and R0 are
rings with multiplicative identity, with R commutative, and ' W R ! R0

is a unital ring homomorphism. For each a 2 R0, there is a unique unital
ring homomorphism 'a W RŒx� ! R0 such that 'a.r/ D '.r/ for r 2 R,
and 'a.x/ D a. We have

'a.
X
i

rix
i / D

X
i

'.ri /a
i :

Proof. If 'a is to be a homomorphism, then it must satisfy

'a.
X
i

rix
i / D

X
i

'.ri /a
i :

Therefore, we define 'a by this formula. It is then straightforward to check
that 'a is a ring homomorphism. n

There is also a multivariable version of the substitution principle, which
formalizes evaluation of polynomials of several variables. Suppose that R
and R0 are rings with multiplicative identity, with R commutative, and
' W R ! R0 is a unital ring homomorphism. Given an n–tuple a D

.a1; a2; : : : ; an/ of elements in R0, we would like to have a homomor-
phism from RŒx1; : : : ; xn� to R0 extending ' and sending each xj to aj .
This only makes sense, however, if the elements aj are mutually commut-
ing, that is, aiaj D ajai for every i and j .

Proposition 6.2.6. (Multivariable subsitution principle) Suppose that R
and R0 are rings with multiplicative identity, with R commutative, and
' W R ! R0 is a unital ring homomorphism. Given an n–tuple a D

.a1; a2; : : : ; an/ of mutually commuting elements in R0 there is a unique
unital ring homomorphism 'a W RŒx1; : : : ; xn� �! R0 such that 'a.r/ D

'.r/ for r 2 R and 'a.xj / D aj for 1 � j � n. We have

'a.
X
I

rIx
I / D

X
I

'.rI /a
I ;

where for a multi-index I D .i1; i2; : : : ; in/, aI denotes ai11 a
i2
2 � � � a

in
n .

Proof. The proof is essentially the same as that of the one variable substi-
tution principle. n
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Corollary 6.2.7. (Evaluation of polynomials) Consider the ring RŒx� of
polynomials over a commutative ring R with multiplicative identity. For
any a 2 R, there is a unique homomorphisms eva W RŒx� ! R with the
property that eva.r/ D r for r 2 R and eva.x/ D a. We have

eva.
X
i

rix
i / D

X
i

ria
i :

We usually denote eva.p/ by p.a/.

Corollary 6.2.8. (Extensions of homomorphisms to polynomial rings) If
 W R ! R0 is a unital homomorphism of commutative rings with multi-
plicative identity, then there is a unique homomorphism Q W RŒx� ! R0Œx�

that extends  .

Proof. Apply Proposition 6.2.5 with the following data: Take ' W R !

R0Œx� to be the composition of  W R ! R0 with the inclusion of R0 into
R0Œx�, and set a D x. By the proposition, there is a unique homomorphism
fromRŒx� toR0Œx� extending ', and sending x to x. The extension is given
by the formula

Q .
X
i

six
i / D

X
i

 .si /x
i :

n

Example 6.2.9. Let V be a vector space over K and let T 2 EndK.V /.
Then

'T W

X
i

�ix
i

7!

X
�iT

i

defines a homomorphism from KŒx� to EndK.V /.
What does this mean, and how does it follow from Proposition 6.2.5?
EndK.V / is a vector space over K as well as a ring. The product of

a scalar � 2 K and a linear map S 2 EndK.V / is defined by .�S/.v/ D

�S.v/ for v 2 V . Let I denote the identity endomorphism of V defined
by I.v/ D v. Then �I.v/ D �v for v 2 V .

The map ' W K �! EndK.V / given by � 7! �I is easily seen to be
a unital ring homomorphism from K to EndK.V /. By Proposition 6.2.5,
there is a unique homomorphism 'T W KŒx� �! EndK.V / with 'T .x/ D

T and 'T .�/ D �I . Moreover, 'T .
P
i �ix

i / D
P
i .�iI /T

i D
P
i �iT

i .
We usually write p.T / for 'T .p/.
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Example 6.2.10. The map
P
i kix

i 7!
P
i Œki �x

i is a homomorphism of
ZŒx� to ZnŒx�.

Example 6.2.11. Let R be a commutative ring with multiplicative iden-
tity element. Then RŒx; y� Š RŒx�Œy�. To prove this, we use the one–
and two–variable substitution principles to produce homomorphisms from
RŒx; y� to RŒx�Œy� and from RŒx�Œy� to RŒx; y�.

We have injective homomorphisms '1 W R �! RŒx� and '2 W RŒx� �!

RŒx�Œy�. The composition ' D '2 ı '1 is an injective homomorphism
from R into RŒx��y�. By the two variable substitution principle, there is
a unique homomorphism ˚ W RŒx; y� �! RŒx�Œy� which extends ' and
sends x 7! x and y 7! y.

Now we produce a map in the other direction. We have an injective ho-
momorphism  W R �! RŒx; y�. Applying the one variable substitution
principle once gives a homomorphism  1 W RŒx� �! RŒx; y� extending
 and sending x 7! x. Applying the one variable substitution principle a
second time gives a homomorphism 	 W RŒx�Œy� �! RŒx; y� extending
 1 and mapping y 7! y.

Now we have maps in both directions, and we have to check that they
are inverses of one another. The homomorphism 	 ı ˚ W RŒx; y� �!

RŒx; y� is the identity on R and sends x 7! x and y 7! y. By the
uniqueness assertion in the two variable substitution principle, 	 ı ˚ is
the identity homomorphism.

Likewise, ˚ ı	 W RŒx�Œy� �! RŒx�Œy� is the identity on R and sends
x 7! x and y 7! y. By the uniqueness assertion of the one variable
substitution principle, the restriction of ˚ ı	 toRŒx� is the injection '2 of
RŒx� into RŒx�Œy�. Applying the uniqueness assertion one more time gives
that ˚ ı 	 is the identity homomorphism.

Ideals

The kernel of a ring homomorphism ' W R ! S is the set of x 2 R

such that '.x/ D 0. Observe that a ring homomorphism is injective if, and
only if, its kernel is f0g (because a ring homomorphism is, in particular, a
homomorphism of abelian groups).

Again extrapolating from our experience with group theory, we would
expect the kernel of a ring homomorphism to be a special sort of subring.
The following definition captures the special properties of the kernel of a
homomorphism.

Definition 6.2.12. An ideal I in a ring R is a subgroup of .R;C/ satisfy-
ing xr; rx 2 I for all x 2 I and r 2 R. A left ideal I of R is a subgroup
of .R;C/ such that rx 2 I whenever r 2 R and x 2 I . A right ideal
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is defined similarly. Note that for commutative rings, all of these notions
coincide.

Proposition 6.2.13. If ' W R ! S is a ring homomorphism, then ker.'/
is an ideal of of R.

Proof. Since ' is a homomorphism of abelian groups, its kernel is a sub-
group. If r 2 R and x 2 ker.'/, then '.rx/ D '.r/'.x/ D '.r/0 D 0.
Hence rx 2 ker.'/. Similarly, , xr 2 ker.'/. n

Example 6.2.14. The kernel of the ring homomorphism Z ! Zn given
by k 7! Œk� is nZ.

Example 6.2.15. Let R be any ring with multiplicative identity element.
Consider the unital ring homomorphism from Z to R defined by k 7! k 1.
Note that if k 1 D 0, then for all a 2 R, k a D .k 1/a D 0 a D 0,
by the “elementary deductions” on pages 264–265. Therefore the kernel
coincides with

fk 2 Z W k a D 0 for all a 2 Rg

Since the kernel is a subgroup of Z, it is equal to nZ for a unique
n � 0, according to Proposition 2.2.21 on page 98. The integer n is called
the characteristic of R. The characteristic is 0 if the map k 7! k 1 is
injective. Otherwise, the characteristic is the least positive integer n such
that n 1 D 0.

Warning: Suppose R is a commutative ring with multiplicative iden-
tity and that R has positive characteristic n. It follows that the polynomial
ring RŒx� also has characteristic n, because the multiplicative identity of
RŒx� coincides with that of R. In particular nx D 0 in RŒx�. Thus the
x of Z4Œx� and the x of ZŒx� are not the same at all; the former satisfies
4x D 0, and the latter does not.

Example 6.2.16. Consider the situation of Corollary 6.2.8. That is,  W

R ! R0 is a unital homomorphism of commutative rings with multiplica-
tive identity, and Q W RŒx� ! R0Œx� is the extension of  with Q .x/ D x.
Then the kernel of Q is the collection of polynomials with coefficients in
ker. /. (Proof:

P
i six

i 2 ker. Q /”
P
i  .si /x

i D 0”  .si / D 0

for all i ” si 2 ker. / for all i .) In particular, Q is injective if, and
only if,  is injective.

For example, the kernel of the ring homomorphism ZŒx� ! ZnŒx�
given by

P
i kix

i 7!
P
i Œki �x

i is the set of polynomials all of whose
coefficients are divisible by n.
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Example 6.2.17. The kernel of the ring homomorphismKŒx� ! K given
by p 7! p.a/ is the set of all polynomials p having a as a root.

Example 6.2.18. The kernel of the ring homomorphism C.R/ ! C.S/

given by f 7! fjS is the set of all continuous functions whose restriction
to S is zero.

Example 6.2.19. Let K be a field. Define a map ' from KŒx� to
Fun.K;K/, the ring of K–valued functions on K by '.p/.a/ D p.a/.
(That is, '.p/ is the polynomial function on K corresponding to the poly-
nomial p.) Then ' is a ring homomorphism. The homomorphism property
of ' follows from the homomorphism property of p 7! p.a/ for a 2 K.
Thus '.pC q/.a/ D .pC q/.a/ D p.a/C q.a/ D '.p/.a/C'.q/.a/ D

.'.p/C '.q//.a/, and similarly for multiplication.
The kernel of ' is the set of polynomials p such that p.a/ D 0 for all

a 2 K. IfK is infinite, then the kernel is f0g, since no nonzero polynomial
with coefficients in a field has infinitely many roots.

If K is finite, then ' is never injective. That is, there always exist
nonzero polynomials p 2 KŒx� such that p.a/ D 0 for all a 2 K. Indeed,
we need merely take p.x/ D

Q
a2K.x � a/.

Definition 6.2.20. A ring R with no ideals other than f0g and R itself is
said to be simple.

Any field is a simple ring. You are asked to verify this in Exercise
6.2.10.

In Exercise 6.2.11, you are asked to show that the ring M of n-by-n
matrices with real entries is simple. This holds equally well for matrix
rings over any field.

Proposition 6.2.21.
(a) Let fI˛g be any collection of ideals in a ring R. Then

\
˛

I˛ is

an ideal of R.
(b) Let In be an increasing sequence of ideals in a ring R. Then[

n

In is an ideal of R.
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Proof. Part (a) is an Exercise 6.2.17. For part (b), let x; y 2 I D

[
n

In.

Then there exist k; ` 2 N such that x 2 Ik and y 2 I`. If n D maxfk; `g,
then x 2 Ik � In and y 2 I` � In. Therefore, x C y 2 In � I .
If x 2 I and r 2 R, then there exists n 2 N such that x 2 In. Then
rx; xr 2 In � I . Thus I is an ideal. n

The analogues of parts (a) and (b) of the Proposition 6.2.21 hold for
left and right ideals as well.

Proposition 6.2.22.
(a) Let I and J be two ideals in a ring R. Then

IJ D fa1b1 C a2b2 C � � � C asbs W s � 1; ai 2 I; bi 2 J g

is an ideal in R, and IJ � I \ J .
(b) Let I and J be two ideals in a ring R. Then I C J D fa C b W

a 2 I and b 2 J g is an ideal in R.

Proof. Exercises 6.2.18 and 6.2.19. n

Ideals generated by subsets
Next we investigate ideals, or one–sided ideals, generated by a subset

of a ring.

Proposition 6.2.23. Let R be a ring and S a subset of R. Let hSi denote
the additive subgroup of R generated by S .

(a) Define

RS D fr1s1 C r2s2 C � � � C rnsn W n 2 N; ri 2 R; si 2 Sg:

Then RS is a left ideal of R.
(b) hSi C RS is the smallest left ideal of R containing S , and is

equal to the intersection of all left ideals of R containing S .
(c) In case R has an identity element, RS D hSi CRS .

Proof. It is straightforward to check that RS is a left ideal. hSi C RS is
a sum of subgroups R, so it is a subgroup. Moreover, for r 2 R, we have
rhSi � RS . It follows from this that hSi C RS is a left ideal. If J is any
left ideal of R containing S , then J � hSi, because J is a subgroup of
R. Since J is a left ideal, J � RS as well. Therefore J � hSi C RS .
This shows that hSi C RS is the smallest left ideal containing S . The
intersection of all left ideals ofR containing S is also the smallest left ideal
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of R containing S , so (b) follows. Finally, if R has an identity element,
then S � RS , so hSi � RS , which implies (c). n

Definition 6.2.24. The smallest left ideal containing a subset S is called
the left ideal generated by S . The smallest left ideal containing a single
element x 2 R is called the principal left ideal generated by x.

When R has an identity element the principal left ideal generated by x
is just Rx D frx W r 2 Rg: See Exercise 6.2.8

Proposition 6.2.23 and Definition 6.2.24 have evident analogues for
right ideals. The following is the analogue for two-sided ideals:

Proposition 6.2.25. Let R be a ring and S a subset of R. Let hSi denote
the additive subgroup of R generated by S .

(a) Define

RSR D fa1s1b1 C a2s2b2 C � � � C ansnbn W n 2 N; an; bn 2 Rg:

Then RSR is a two-sided ideal.
(b) hSi C RS C SR C RSR is the smallest ideal of R containing

S , and is equal to the interesection of all ideals of R containing
S

(c) If R has an identity element , then hSi CRSR D RSR.

Proof. Essentially the same as the proof of Proposition 6.2.23. n

Definition 6.2.26. The smallest ideal containing a subset S is called the
ideal generated by S , and is denoted by .S/. The smallest ideal containing
a single element x 2 R is called the principal ideal generated by x and is
denoted by .x/.

When R has an identity element, the principal ideal generated by x 2

R is

.x/ D fa1xb1 C a2xb2 C � � � C anxbn W n 2 N; ai ; bi 2 Rg:

See Exercise 6.2.9. When R is commutative with identity, ideals and left
ideals coincide, so

.x/ D Rx D frx W r 2 Rg:
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The ideal generated by S is, in general, larger than the subring gen-
erated by S ; for example, the subring generated by the identity element
consists of integer multiples of the identity, but the ideal generated by the
identity element is all of R.

Ideals in Z and in KŒx�
In the ring of integers, and in the ring KŒx� of polynomials in one

variable over a field, every ideal is principal:

Proposition 6.2.27.
(a) For a subset S � Z, the following are equivalent:

(i) S is a subgroup of Z.
(ii) S is a subring of Z.

(iii) S is an ideal of Z.
(b) Every ideal in the ring of integers is principal.
(c) Every ideal in KŒx�, where K is a field, is principal.

Proof. Clearly an ideal is always a subring, and a subring is always a
subgroup. If S is a nonzero subgroup of Z, then S D Zd , where d is the
least positive element of S , according to Proposition 2.2.21 on page 98. If
S D f0g, then S D Z0. In either case, S is a principal ideal of Z. This
proves (a) and (b).

The proof of (c) is similar to that of Proposition 2.2.21. The zero ideal
of KŒx� is clearly principal. Let J be a nonzero ideal, and let f 2 J be
a nonzero element of least degree in J . If g 2 J , write g D qf C r ,
where q 2 KŒx�, and deg.r/ < deg.f /. Then r D g � qf 2 J . Since
deg.r/ < deg.f / and f was a nonzero element of least degree in J , it
follows that r D 0. Thus g D qf 2 KŒx�f . Since g was an arbitrary
element of J , J D KŒx�f . n

Direct Sums
Consider a direct sum of rings R D R1 ˚ � � � ˚ Rn. For each i , set

QRi D f0g ˚ � � � ˚ f0g ˚Ri ˚ f0g ˚ � � � ˚ f0g. Then QRi is an ideal of R.
How can we recognize that a ring R is isomorphic to the direct sum

of several subrings A1; A2; : : : ; An? On the one hand, according to the
previous example, the component subrings must actually be ideals. On the
other hand, the ring must be isomorphic to the direct product of the Ai ,
regarded as abelian groups. These conditions suffice.

Proposition 6.2.28. Let R be a ring with ideals A1; : : : As such that R D

A1 C � � � C As . Then the following conditions are equivalent:
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(a) .a1; : : : ; as/ 7! a1 C � � � C as is a group isomorphism of
A1 � � � � � As onto R.

(b) .a1; : : : ; as/ 7! a1 C � � � C as is a ring isomorphism of A1 ˚

� � � ˚ As onto R.
(c) Each element x 2 R can be expressed as a sum x D a1C� � �Cas ,

with ai 2 Ai for all i , in exactly one way.
(d) If 0 D a1 C � � � C as , with ai 2 Ai for all i , then ai D 0 for all

i .

Proof. The equivalence of (a), (c), and (d) is by Proposition 3.5.1 on
page 186. Clearly (b) implies (a). Let us assume (a) and show that the
map

.a1; : : : ; as/ 7! a1 C � � � C as

is actually a ring isomorphism. We have AiAj � Ai \ Aj D f0g if i ¤ j

(using condition (d)). Therefore,

.a1 C � � � C as/.b1 C � � � C bs/ D a1b1 C � � � C asbs;

whenever ai ; bi 2 Ai for all i . It follows that the map is a ring isomor-
phism. n

Exercises 6.2

6.2.1. Show that A 7!

�
A 0

0 A

�
and A 7!

�
A 0

0 0

�
are homomorphisms of

the ring of 2-by-2 matrices into the ring of 4-by-4 matrices. The former is
unital, but the latter is not.

6.2.2. Define a map ' from the ring RŒx� of polynomials with real coeffi-
cients into the ring M of 3-by-3 matrices by

'.
X

aix
i / D

24a0 a1 a2
0 a0 a1
0 0 a0

35 :
Show that ' is a unital ring homomorphism. What is the kernel of this
homomorphism?

6.2.3. If ' W R ! S is a ring homomorphism and R has an identity
element 1, show that e D '.1/ satisfies e2 D e and ex D xe D exe for
all x 2 '.R/.

6.2.4. Show that if ' W R ! S is a ring homomorphism, then '.R/ is a
subring of S .
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6.2.5. Show that if ' W R ! S and  W S ! T are ring homomorphisms,
then the composition  ı ' is a ring homomorphism.

6.2.6. Let S be a subset of a set X . Let R be the ring of real–valued
functions on X , and let I be the set of real–valued functions on X whose
restriction to S is zero. Show that I is an ideal in R.

6.2.7. Let R be the ring of 3-by-3 upper triangular matrices and I be the
set of upper triangular matrices that are zero on the diagonal. Show that I
is an ideal in R.

6.2.8. Show that if R is a ring with identity element and x 2 R, then
Rx D frx W r 2 Rg is the principal left ideal generated by x Similarly,
xR D fxr W r 2 Rg is the principal right ideal generated by x.

6.2.9. Show that if R is a ring with identity, then the principal ideal gener-
ated by x 2 R is

.x/ D fa1xb1 C a2xb2 C � � � C anxbn W n 2 N; ai ; bi 2 Rg:

6.2.10. Show that any field is a simple ring.

6.2.11. Show that the ring M of n-by-n matrices over R has no ideals
other than 0 and M . Conclude that any ring homomorphism ' W M ! S

is either identically zero or is injective. Hint: To begin with, work in the 2-
by-2 or 3-by-3 case; when you have done these cases, you will understand
the general case as well. Let I be a nonzero ideal, and let x 2 I be a
nonzero element. Introduce the matrix units Eij , which are matrices with
a 1 in the .i; j / position and zeros elsewhere. Observe that the set of Eij
is a basis for the linear space of matrices. Show that EijEkl D ıjkEil .
Note that the identity E matrix satisfies E D

Pn
iD1Ei i , and write x D

ExE D
P
i;j Ei ixEjj . Conclude that y D Ei ixEjj ¤ 0 for some pair

.i; j /. Now, since y is a matrix, it is possible to write y D
P
r;s yrsEr;s .

Conclude that y D yi;jEi;j , and yi;j ¤ 0, and that, therefore, Eij 2

I . Now use the multiplication rules for the matrix units to conclude that
Ers 2 I for all .r; s/, and hence I D M .

6.2.12. An element e of a ring is called an idempotent if e2 D e. What are
the idempotents in the ring of real–valued functions on a set X? What are
the idempotents in the ring of continuous real–valued functions on Œ0; 1�?

6.2.13. Find a nontrivial idempotent (i.e., an idempotent different from 0

or 1) in the ring of 2-by-2 matrices with real entries.

6.2.14. Let e be a nontrivial idempotent in a commutative ring R with
identity. Show that R Š Re ˚R.1 � e/ as rings.
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6.2.15. Find a nontrivial idempotent e in the ring Z35. Show that the
decomposition Z35 Š Z5 ˚ Z7 corresponds to the decomposition Z35 D

Z35e ˚ Z35.1 � e/.

6.2.16. Show that a nonzero homomorphism of a simple ring is injective.
In particular, a nonzero homomorphism of a field is injective.

6.2.17. Show that the intersection of any family of ideals in a ring is an
ideal. Show that the ideal generated by a subset S of a ring R is the inter-
section of all ideals J of R such that S � J � R.

6.2.18. Let I and J be two ideals in a ring R. Show that

I C J D faC b W a 2 I and b 2 J g

is an ideal in R.

6.2.19. Let I and J be two ideals in a ring R. Show that

IJ D fa1b1 C a2b2 C � � � C asbs W s � 1; ai 2 I; bi 2 J g

is an ideal in R, and IJ � I \ J .

6.2.20. Let R be a ring without identity and a 2 R. Show that the ideal
generated by a in R is equal to Za C Ra C aR C RaR, where Za is the
abelian subgroup generated by a, Ra D fra W r 2 Rg, and so on. Show
that if R is commutative, then the ideal generated by a is ZaCRa.

6.2.21. LetM be an ideal in a ring R with identity, and a 2 R nM . Show
thatMCRaR is the ideal generated byM and a. How must this statement
be altered if R does not have an identity?

6.2.22. Let R be a ring without identity. This exercise shows how R can
be imbedded as an ideal in a ring with identity.

(a) Let QR D Z �R, as an abelian group. Give QR the multiplication

.n; r/.m; s/ D .nm; ns Cmr C rs/:

Show that this makes QR into a ring with multiplicative identity
.1; 0/.

(b) Show that r 7! .0; r/ is a ring isomorphism of R into QR with
image f0g �R. Show that f0g �R is an ideal in QR.

(c) Show that if ' W R �! S is a homomorphism of R into a
ring S with multiplicative identity 1, then there is a unique ho-
momorphism Q' W QR �! S such that Q'..0; r// D '.r/ and
Q'..1; 0// D 1.
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6.3. Quotient Rings

In Section 2.7, it was shown that given a group G and a normal subgroup
N , we can construct a quotient group G=N and a natural homomorphism
from G onto G=N . The program of Section 2.7 can be carried out more
or less verbatim with rings and ideals in place of groups and normal sub-
groups:

For a ring R and an ideal I , we can form the quotient group R=I ,
whose elements are cosets a C I of I in R. The additive group operation
in R=I is .a C I / C .b C I / D .a C b/ C I . Now attempt to define a
multiplication in R=I in the obvious way: .a C I /.b C I / D .ab C I /.
We have to check that this this is well defined. But this follows from the
closure of I under multiplication by elements of R; namely, if a C I D

a0 C I and b C I D b0 C I , then

.ab � a0b0/ D a.b � b0/C .a � a0/b0
2 aI C Ib � I:

Thus, ab C I D a0b0 C I , and the multiplication in R=I is well defined.

Theorem 6.3.1. If I is an ideal in a ring R, then R=I has the structure of
a ring, and the quotient map a 7! aCI is a surjective ring homomorphism
from R to R=I with kernel equal to I . If R has a multiplicative identity,
then so does R=I , and the quotient map is unital.

Proof. Once we have checked that the multiplication in R=I is well de-
fined, it is straightforward to check the ring axioms. Let us include one
verification for the sake of illustration. Let a; b; c 2 R. Then
.aC I /..b C I /C .c C I // D .aC I /.b C c C I / D a.b C c/C I

D ab C ac C I D .ab C I /C .ac C I /

D .aC I /.b C I /C .aC I /.c C I /:

We know that the quotient map a 7! aC I is a surjective homomorphism
of abelian groups with kernel I . It follows immediately from the definition
of the product in R=I that the map also respects multiplication:

ab 7! ab C I D .aC I /.b C I /

Finally, if 1 is the multiplicative identity in R, then 1C I is the multiplica-
tive identity in R=I . n

Example 6.3.2. The ring Zn is the quotient of the ring Z by the princi-
pal ideal nZ. The homomorphism a 7! Œa� D a C nZ is the quotient
homomorphism.
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Example 6.3.3. For K a field, any ideal in KŒx� is of the form .f / D

fKŒx� for some polynomial f according to Proposition 6.2.27. For any
g.x/ 2 KŒx�, there exist polynomials q; r such that g.x/ D q.x/f .x/C

r.x/, and deg.r/ < deg.f /. Thus g.x/ C .f / D r.x/ C .f /. In other
words, KŒx�=.f / D fr.x/C .f / W deg.r/ < deg.f /g. The multiplication
in KŒx�=.f / is as follows: Given polynomials r.x/ and s.x/ each of de-
gree less than the degree of f ,the product .r.x/ C .f //.s.x/ C .f // D

r.x/s.x/C .f / D a.x/C .f /, where a.x/ is the remainder upon division
of r.x/s.x/ by f .x/.

Let’s look at the particular example K D R and f .x/ D x2 C 1.
Then RŒx�=.f / consists of cosets a C bx C .f / represented by linear
polynomials. Furthermore, we have the computational rule

x2 C .f / D x2 C 1 � 1C .f / D �1C .f /:

Thus

.aC bx C .f //.a0
C b0x C .f // D .aa0

� bb0/C .ab0
C a0b/x C .f /:

All of the homomorphism theorems for groups, which were presented
in Section 2.7, have analogues for rings. The basic homomorphism theo-
rem for rings is the following.

Theorem 6.3.4. (Homomorphism Theorem for Rings). Let ' W R �! S be
a surjective homomorphism of rings with kernel I . Let � W R �! R=I be
the quotient homomorphism. There is a ring isomorphism Q' W R=I �! S

satisfying Q' ı � D '. (See the following diagram.)

R
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq S

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

∼= Q'

R=I

Proof. The homomorphism theorem for groups (Theorem 2.7.6) gives us
an isomorphism of abelian groups Q' W R=I ! S satisfying Q' ı � D '.
We have only to verify that Q' also respects multiplication. But this follows
at once from the definition of the product on R=I :

Q'.aC I /.b C I / D Q'.ab C I /

D '.ab/ D '.a/'.b/ D Q'.aC I / Q'.b C I /:

n
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Example 6.3.5. Define a homomorphism ' W RŒx� ! C by evaluation
of polynomials at i 2 C, '.g.x// D g.i/. For example, '.x3 � 1/ D

i3 � 1 D �i � 1. This homomorphism is surjective because '.aC bx/ D

a C bi . The kernel of ' consists of all polynomials g such that g.i/ D 0.
The kernel contains at least the ideal .x2 C 1/ D .x2 C 1/RŒx� because
i2C1 D 0. On the other hand, if g 2 ker.'/, write g.x/ D .x2C1/q.x/C

.a C bx/; evaluating at i , we get 0 D a C bi , which is possible only if
a D b D 0. Thus g is a multiple of x2 C 1. That is ker.'/ D .x2 C 1/.
By the homomorphism theorem for rings, RŒx�=.x2 C 1/ Š C as rings.
In particular, since C is a field, RŒx�=.x2 C 1/ is a field. Note that we
have already calculated explicitly in Example 6.3.3 that multiplication in
RŒx�=.x2 C 1/ satisfies the same rule as multiplication in C.

Example 6.3.6. Let R be a ring with identity containing ideals B1;
: : : ; Bs . Let B D \iBi . Suppose that Bi C Bj D R for all i ¤ j . Then
R=B Š R=B1 ˚ � � � ˚R=Bs . In fact, ' W r 7! .r C B1; : : : ; r C Bs/ is a
homomorphism of R into R=B1 ˚ � � � ˚R=Bs with kernel B , so R=B Š

'.R/. The problem is to show that ' is surjective. Fix i and for each j ¤ i

find r 0
j 2 Bi and rj 2 Bj such that r 0

j C rj D 1. Consider the product
of all the .r 0

j C rj / (in any order). When the product is expanded, all the
summands except for one contain at least one factor r 0

j in the ideal Bi , so
all of these summands are in Bi . The remaining summand is the product
of all of the rj 2 Bj , so it lies in \j¤iBj . Thus we get 1 D ai Cbi , where
bi 2 Bi and ai 2 \j¤iBj . The image of ai inR=Bj is zero for j ¤ i , but
ai CBi D 1CBi . Now if .r1; : : : ; rs/ is an arbitrary sequence of elements
ofR, then '.r1a1Cr2a2C� � �Crsas/ D .r1CB1; r2CB2; : : : ; rsCBs/,
so ' is surjective.

Proposition 6.3.7. (Correspondence Theorem for Rings) Let ' W R �! R

be a ring homomorphism of R onto R, and let J denote its kernel. Under
the bijection B 7! '�1.B/ between subgroups of R and subgroups of R
containing J , subrings correspond to subrings and ideals to ideals.

Proof. According to Proposition 2.7.12, B 7! '�1.B/ is a bijection be-
tween the subgroups of R and the subgroups of R containing J . We leave
it as an exercise (Exercise 6.3.3) to show that this bijection carries subrings
to subrings and ideals to ideals. n

Each of the next three results is an analogue for rings of a homomor-
phism theorem for groups that was presented in Section 2.7. Each can
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be proved either by using the corresponding result for groups and verify-
ing that the maps respect multiplication, or by adapting the proof of the
proposition for groups.

Proposition 6.3.8. Let ' W R �! R be a surjective ring homomorphism
with kernel J . Let I be an ideal of R and let I D '�1.I /. Then xC I 7!

'.x/C I is a ring isomorphism of R=I onto R=I . Equivalently,

.R=J /=.I=J / Š R=I

as rings.

Proof. By Proposition 2.7.13, the map x C I 7! '.x/ C I is a group
isomorphism from .R=I;C/ to .R=I ;C/. But the map also respects mul-
tiplication, as

.x C I /.y C I / D xy C I 7! '.xy/C I D .'.x/C I /.'.y/C I /:

We can identify R with R=J by the homomorphism theorem for rings,
and this identification carries I to the image of I in R=J , namely I=J .
Therefore,

.R=J /=.I=J / Š R=I Š R=I:

n

Proposition 6.3.9. (Factorization Theorem for Rings) Let ' W R ! R be
a surjective homomorphism of rings with kernel I . Let J � I be an ideal
of R, and let � W R ! R=J denote the quotient map. Then there is a
surjective homomorphism Q' W R=J ! R such that Q' ı � D '. (See the
following diagram.) The kernel of Q' is I=J � R=J .

R
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq R

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

Q'

R=J
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Proof. By Proposition 2.7.14, Q' W x C J 7! '.x/ defines a group homo-
morphism from R=J to R with kernel I=J . We only have to check that
the map respects multiplication. This follows from the computation:

Q'..x C J /.y C J // D Q'.xy C J / D '.xy/

D '.x/'.y/ D Q'.x C I / Q'.y C I /:

n

Proposition 6.3.10. (Diamond Isomorphism Theorem for Rings) Let ' W

R �! R be a surjective homomorphism of rings with kernel I . Let A be
a subring of R. Then '�1.'.A// D AC I D faC r W a 2 A and r 2 I g.
AC I is a subring of R containing I , and

.AC I /=I Š '.A/ Š A=.A \ I /:

Proof. Exercise 6.3.5. n

We call this the diamond isomorphism theorem because of the follow-
ing diagram of subrings:

AC I

�
�

� @
@

@
A I

@
@

@ �
�

�

A \ I

An ideal M in a ring R is called proper if M ¤ R and M ¤ f0g.

Definition 6.3.11. An ideal M in a ring R is called maximal if M ¤ R

and there are no ideals strictly between M and R; that is, the only ideals
containing M are M and R.

Recall that a ring is called simple if it has no ideals other than the
trivial ideal f0g and the whole ring; so a nonzero ring is simple precisely
when f0g is a maximal ideal.

Proposition 6.3.12. A proper ideal M in R is maximal if, and only if,
R=M is simple.
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288 6. RINGS

Proof. Exercise 6.3.6. n

Proposition 6.3.13. A (nonzero) commutative ring R with multiplicative
identity is a field if, and only if, R is simple.

Proof. Suppose R is simple and x 2 R is a nonzero element. The ideal
Rx is nonzero since x D 1x 2 Rx; because R is simple, R D Rx. Hence
there is a y 2 R such that 1 D yx. Conversely, supposeR is a field andM
is a nonzero ideal. Since M contains a nonzero element x, it also contains
r D rx�1x for any r 2 R; that is, M D R. n

Corollary 6.3.14. If M is a proper ideal in a commutative ring R with 1,
then R=M is a field if, and only if, M is maximal.

Proof. This follows from Propositions 6.3.12 and 6.3.13. n

Exercises 6.3

6.3.1. Work out the rule of computation in the ring RŒx�=.f /, where
f .x/ D x2 � 1. Note that the quotient ring consists of elements a C

bx C .f /. Compare Example 6.3.3.

6.3.2. Work out the rule of computation in the ring RŒx�=.f /, where
f .x/ D x3 � 1. Note that the quotient ring consists of elements a C

bx C cx2 C .f /. Compare Example 6.3.3.

6.3.3. Prove Proposition 6.3.7 (the correspondence theorem for rings).

6.3.4. Give another proof of Proposition 6.3.8, by adapting the proof of
Proposition 2.7.13, rather than appealing to the result of Proposition 2.7.13.

6.3.5. Prove Proposition 6.3.10 (the diamond isomorphism theorem for
rings) following the pattern of the proof of Proposition 2.7.18 (the diamond
isomorphism theorem for groups).

6.3.6. Prove that an ideal M in R is maximal if, and only if, R=M is
simple.

6.3.7.
(a) Show that nZ is maximal ideal in Z if, and only if, ˙n is a prime.
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6.4. INTEGRAL DOMAINS 289

(b) Show that .f / D fKŒx� is a maximal ideal in KŒx� if, and only
if, f is irreducible.

(c) Conclude that Zn D Z=nZ is a field if, and only if, ˙n is prime,
and that KŒx�=.f / is a field if, and only if, f is irreducible.

6.3.8. If J is an ideal of the ring R, show that J Œx� is an ideal in RŒx� and
furthermoreRŒx�=J Œx� Š .R=J /Œx�. Hint: Find a natural homomorphism
from RŒx� onto .R=J /Œx� with kernel J Œx�.

6.3.9. For any ring R, and any natural number n, we can define the matrix
ring Matn.R/ consisting of n-by-n matrices with entries in R. If J is an
ideal of R, show that Matn.J / is an ideal in Matn.R/ and furthermore
Matn.R/=Matn.J / Š Matn.R=J /. Hint: Find a natural homomorphism
from Matn.R/ onto Matn.R=J / with kernel Matn.J /.

6.3.10. Let R be a commutative ring. Show that RŒx�=xRŒx� Š R.

6.3.11. This exercise gives a version of the Chinese remainder theorem.

(a) LetR be a ring, P andQ ideals inR, and suppose that P \Q D

f0g, and P CQ D R. Show that the map x 7! .x C P; x CQ/

is an isomorphism of R onto R=P ˚ R=Q. Hint: Injectivity is
clear. For surjectivity, show that for each a; b 2 R, there exist
x 2 R, p 2 P , and q 2 Q such that xCp D a, and xC q D b.

(b) More generally, if PCQ D R, show thatR=.P \Q/ Š R=P˚

R=Q.

6.3.12.
(a) Show that integers m and n are relatively prime if, and only if,

mZ CnZ D Z if, and only if,mZ \nZ D mnZ. Conclude that
if m and n are relatively prime, then Zmn Š Zm ˚ Zn as rings.

(b) State and prove a generalization of this result for the ring of poly-
nomials KŒx� over a field K.

6.4. Integral Domains

The product of nonzero elements of a ring can be zero. Here are some
familiar examples:

� LetR be the ring of real–valued functions on a setX and letA be
a proper subset of X . Let f be the characteristic function of A,
that is, the function satisfying f .a/ D 1 if a 2 A and f .x/ D 0

if x 2 X n A. Then f and 1 � f are nonzero elements of R
whose product is zero.

� In Z6, Œ3�Œ2� D Œ0�.
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290 6. RINGS

� Let x be the 2-by-2 matrix
�
0 1

0 0

�
. Compute that x ¤ 0 but

x2 D 0.

Definition 6.4.1. An integral domain is a commutative ring with identity
element 1 in which the product of any two nonzero elements is nonzero.

You are asked to verify the following examples in the Exercises.

Example 6.4.2.
(a) The ring of integers Z is an integral domain.
(b) Any field is an integral domain.
(c) If R is an integral domain, then RŒx� is an integral domain. In

particular, KŒx� is an integral domain for any field K.
(d) If R is an integral domain and R0 is a subring containing the

identity, then R0 is an integral domain.
(e) The ring of formal power series RŒŒx�� with coefficients in an

integral domain is an integral domain.

There are two common constructions of fields from integral domains.
One construction is treated in Corollary 6.3.14 and Exercise 6.3.7. Namely,
if R is a commutative ring with 1 and M is a maximal ideal, then the
quotient ring R=M is a field.

Another construction is that of the field of fractions1 of an integral do-
main. This construction is known to you from the formation of the rational
numbers as fractions of integers. Given an integral domain R, we wish
to construct a field from symbols of the form a=b, where a; b 2 R and
b ¤ 0. You know that in the rational numbers, 2=3 D 8=12; the rule is
a=b D a0=b0 if ab0 D a0b. It seems prudent to adopt the same rule for any
integral domain R.

Lemma 6.4.3. Let R be an integral domain. Let S be the set of symbols
of the form a=b, where a; b 2 R and b ¤ 0. The relation a=b � a0=b0 if
ab0 D a0b is an equivalence relation on S .

Proof. Exercise 6.4.9. n

Let us denote the quotient of S by the equivalence relation � byQ.R/.
For a=b 2 S , write Œa=b� for the equivalence class of a=b, an element of
Q.R/.

1Do not confuse the terms field of fractions and quotient ring or quotient field.
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6.4. INTEGRAL DOMAINS 291

Now, we attempt to define operations on Q.R/, following the guiding
example of the rational numbers. The sum Œa=b� C Œc=d � will have to
be defined as Œ.ad C bc/=bd � and the product Œa=b�Œc=d � as Œac=bd�.
As always, when we define operations on equivalence classes in terms of
representatives of those classes, the next thing that has to be done is to
check that the operations are well defined. You are asked to check that
addition and multiplication are well defined in Exercise 6.4.10.

It is now straightforward, if slightly tedious, to check that Q.R/ is a
field, and that the map a 7! Œa=1� is an injective ring homomorphism of
R into Q.R/; thus R can be considered as a subring of Q.R/. Moreover,
any injective homomorphism of R into a field F extends to an injective
homomorphism of Q.R/ into F :

R
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq F

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
�

�
�

�
�

�
qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

Q'

Q.R/

The main steps in establishing these facts are the following:
1. Q.R/ is a ring with zero element 0 D Œ0=1� and multiplicative

identity 1 D Œ1=1�. In Q.R/, 0 ¤ 1.
2. Œa=b� D 0 if, and only if, a D 0. If Œa=b� ¤ 0, then Œa=b�Œb=a� D

1. Thus Q.R/ is a field.
3. a 7! Œa=1� is an injective homomorphism of R into Q.R/.
4. If ' W R ! F is an injective homomorphism of R into a field F ,

then Q' W Œa=b� 7! '.a/='.b/ defines an injective homomorphism
of Q.R/ into F , which extends '.

See Exercises 6.4.11 and 6.4.12.

Proposition 6.4.4. If R is an integral domain, then Q.R/ is a field con-
taining R as a subring. Moreover, any injective homomorphism of R into
a field F extends to an injective homomorphism of Q.R/ into F .

Example 6.4.5. Q.Z/ D Q.

Example 6.4.6. Q.KŒx�/ is the field of rational functions in one variable.
This field is denoted K.x/.
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Example 6.4.7. Q.KŒx1; : : : ; xn�/ is the field of rational functions in n
variables. This field is denoted K.x1; : : : ; xn/.

We have observed in Example 6.2.3 that in a ringR with multiplicative
identity 1, the additive subgroup h1i generated by 1 is a subring and the
map k 7! k � 1 is a ring homomorphism from Z onto h1i � R. If this ring
homomorphism is injective, then h1i Š Z as rings. Otherwise, the kernel
of the homomorphism is nZ for some n 2 N and h1i Š Z=nZ D Zn as
rings.

If R is an integral domain, then any subring containing the identity is
also an integral domain, so, in particular, h1i is an integral domain. If h1i

is finite, so ring isomorphic to Zn for some n, then n must be prime. (Zn
is an integral domain if, and only if, n is prime.)

Definition 6.4.8. If the subring h1i of an integral domain R generated
by the identity is isomorphic to Z, the integral domain is said to have
characteristic 0. If the subring h1i is isomorphic to Zp for a prime p, then
R is said to have characteristic p.

A quotient of an integral domain need not be an integral domain; for
example, Z12 is a quotient of Z. On the other hand, a quotient of a ring
with nontrivial zero divisors can be an integral domain; Z3 is a quotient of
Z12.

Those ideals J in a ring R such that R=J has no nontrivial zero divi-
sors can be easily characterized. An ideal J is said to be prime if for all
a; b 2 R, if ab 2 J , then a 2 J or b 2 J .

Proposition 6.4.9. Let J be an ideal in a ring R. J is prime if, and only
if, R=J has no nontrivial zero divisors. In particular, if R is commutative
with identity, then J is prime if, and only if, R=J is an integral domain.

Proof. Exercise 6.4.14. n

Corollary 6.4.10. In a commutative ring with identity element, every max-
imal ideal is prime.

Proof. If M is a maximal ideal, then R=M is a field by Corollary 6.3.14,
and therefore an integral domain. By the proposition, M is a prime ideal.

n
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Example 6.4.11. Every ideal in Z has the form dZ for some d > 0. The
ideal dZ is prime if, and only if, d is prime. The proof of this assertion is
left as an exercise.

Exercises 6.4

6.4.1. Let R be a commutative ring. An element x 2 R is said to be
nilpotent if xk D 0 for some natural number k.

(a) Show that the set N of nilpotent elements of R is an ideal in R.
(b) Show that R=N has no nonzero nilpotent elements.
(c) Show that if S is an integral domain and ' W R ! S is a homo-

morphism, then N � ker.'/.

6.4.2. If x is a nilpotent element in a ring with identity, show that 1� x is

invertible. Hint: Think of the power series expansion for
1

1 � t
, when t is

a real variable.

6.4.3. An element e in a ring is called an idempotent if e2 D e. Show that
the only idempotents in an integral domain are 1 and 0. (We say that an
idempotent is nontrivial if it is different from 0 or 1. So the result is that
an integral domain has no nontrivial idempotents.)

6.4.4. Show that if R is an integral domain, then the ring of polynomials
RŒx� with coefficients in R is an integral domain.

6.4.5. Generalize the results of the previous problem to rings of polyno-
mials in several variables.

6.4.6. Show that if R is an integral domain, then the ring of formal power
series RŒŒx�� with coefficients in R is an integral domain. What are the
units in RŒŒx��?

6.4.7.
(a) Show that a subring R0 of an integral domain R is an integral

domain, if 1 2 R0.
(b) The Gaussian integers are the complex numbers whose real and

imaginary parts are integers. Show that the set of Gaussian inte-
gers is an integral domain.

(c) Show that the ring of symmetric polynomials in n variables is an
integral domain.

6.4.8. Show that a quotient of an integral domain need not be an integral
domain.
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6.4.9. Prove Lemma 6.4.3.

6.4.10. Show that addition and multiplication on Q.R/ is well defined.
This amounts to the following: Suppose a=b � a0=b0 and c=d � c0=d 0

and show that .adCbc/=bd � .a0d 0Cc0b0/=b0d 0 and ac=bd � a0c0=b0d 0.

6.4.11.
(a) Show that Q.R/ is a ring with identity element Œ1=1� and 0 D

Œ0=1�.
(b) Show that Œa=b� D 0 if, and only if, a D 0.
(c) Show that if Œa=b� ¤ 0, then Œb=a� is the multiplicative inverse

of Œa=b�. Thus Q.R/ is a field.

6.4.12.
(a) Show that a 7! Œa=1� is an injective unital ring homomorphism

of R into Q.R/. In this sense Q.R/ is a field containing R.
(b) If F is a field such that F � R, show that there is an injective

unital homomorphism ' W Q.R/ ! F such that '.Œa=1�/ D a

for a 2 R.

6.4.13. IfR is the ring of Gaussian integers, show thatQ.R/ is isomorphic
to the subfield of C consisting of complex numbers with rational real and
imaginary parts.

6.4.14. Let J be an ideal in a ring R. Show that J is prime if, and only
if, R=J has no nontrivial zero divisors. (In particular, if R is commutative
with identity, then J is prime if, and only if, R=J is an integral domain.)

6.4.15. Every ideal in Z has the form dZ for some d > 0. Show that the
ideal dZ is prime if, and only if, d is prime.

6.4.16. Show that a maximal ideal in a commutative ring with identity is
prime.

6.5. Euclidean Domains, Principal Ideal
Domains, and Unique Factorization

We have seen two examples of integral domains with a good theory of
factorization, the ring of integers Z and the ring of polynomials KŒx� over
a field K. In both of these rings R, every nonzero, noninvertible element
has an essentially unique factorization into irreducible factors.

The common feature of these rings, which was used to establish unique
factorization is a Euclidean function d W R n f0g ! N [ f0g with the
property that d.fg/ � maxfd.f /; d.g/g and for each f; g 2 R n f0g there
exist q; r 2 R such that f D qg C r and r D 0 or d.r/ < d.g/.
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For the integers, the Euclidean function is d.n/ D jnj. For the poly-
nomials, the function is d.f / D deg.f /.

Definition 6.5.1. Call an integral domain R a Euclidean domain if it ad-
mits a Euclidean function.

Let us consider one more example of a Euclidean domain, in order to
justify having made the definition.

Example 6.5.2. Let ZŒi � be the ring of Gaussian integers, namely, the
complex numbers with integer real and imaginary parts. For the ”de-
gree” map d take d.z/ D jzj2. We have d.zw/ D d.z/d.w/. The
trick to establishing the Euclidean property is to work temporarily in the
field of fractions, the set of complex numbers with rational coefficients.
Let z; w be nonzero elements in ZŒi �. There is at least one point q 2

ZŒi � whose distance to the complex number z=w is minimal; q satisfies
j<.q�z=w/j � 1=2 and j=.q�z=w/j � 1=2. Write z D qwCr . Since z
and qw 2 ZŒi �, it follows that r 2 ZŒi �. But r D .z�qw/ D .z=w�q/w,
so d.r/ D jz=w � qj2d.w/ � .1=2/d.w/. This completes the proof that
the ring of Gaussian integers is Euclidean.

Let us introduce several definitions related to divisibility before we
continue the discussion:

Definition 6.5.3. Let a be a nonzero, nonunit element of an integral do-
main. A proper factorization of a is an equality a D bc, where neither b
nor c is a unit. The elements b and c are said to be proper factors of a.

Definition 6.5.4. A nonzero, nonunit element of an integral domain is said
to be irreducible if it has no proper factorizations.

Definition 6.5.5. A nonzero nonunit element a in an integral domain is
said to be prime if whenever a divides a product bc, then a divides one of
the elements b or c.

An easy induction shows that whenever a prime element a divides a
product of several elements b1b2 � � � bs , then a divides one of the elements
bi .
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In any integral domain, every prime element is irreducible (Exercise
6.5.19), but irreducible elements are not always prime.

Definition 6.5.6. Two elements in an integral domain are said to be asso-
ciates if each divides the other. In this case, each of the elements is equal
to a unit times the other.

Definition 6.5.7. A greatest common divisor (gcd) of several elements
ai ; : : : ; as in an integral domain R is an element c such that

(a) c divides each ai , and
(b) For all d , if d divides each ai , then d divides c.

Elements ai ; : : : ; as in an integral domain are said to be relatively prime if
1 is a gcd of faig.

Given any Euclidean domainR, we can follow the proofs given for the
integers and the polynomials over a field to establish the following results:

Theorem 6.5.8. Let R be a Euclidean domain.
(a) Two nonzero elements f and g 2 R have a greatest common

divisor which is contained in the ideal Rf C Rg. The greatest
common divisor is unique up to multiplication by a unit.

(b) Two elements f and g 2 R are relatively prime if, and only if,
1 2 Rf CRg.

(c) Every ideal in R is principal.
(d) Every irreducible element is prime
(e) Every nonzero, nonunit element has a factorization into irre-

ducibles, which is unique (up to units and up to order of the
factors).

Proof. Exercises 6.5.1 through 6.5.3. n

This result suggests making the following definitions:

Definition 6.5.9. An integral domain R is a principal ideal domain (PID)
if every ideal of R is principal.
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Definition 6.5.10. An integral domain is a unique factorization domain
(UFD) if every nonzero element has a factorization by irreducibles that is
unique up to order and multiplication by units.

According to Theorem 6.5.8, every Euclidean domain is both a prin-
cipal ideal domain and a unique factorization domain. The rest of this
section will be devoted to a further study of principal ideal domains and
unique factorization domains; the main result will be that every principal
ideal domain is a unique factorization domain. Thus we have the implica-
tions:

Euclidean Domain H) Principal Ideal Domain
H) Unique Factorization Domain H) Integral Domain

It is natural to ask whether any of these implications can be reversed. The
answer is no.

Some Examples

Example 6.5.11. ZŒ.1 C i
p
19/=2� is a principal ideal domain that is

not Euclidean. The proof of this is somewhat intricate and will not be
presented here. See D. S. Dummit and R. M. Foote, Abstract Algebra, 2nd
ed., Prentice Hall, 1999, pp. 278 and 283.

Example 6.5.12. ZŒx� is a unique factorization domain that is not a prin-
cipal ideal domain. We will show later that if R is a unique factorization
domain, then the polynomial ring RŒx� is also a unique factorization do-
main; see Theorem 6.6.7. This implies that ZŒx� is a UFD. Let’s check
that the ideal 3ZŒx�C xZŒx� is not principal; this ideal is equal to the set
of polynomials in ZŒx� whose constant coefficient is a multiple of 3. A
divisor of 3 in ZŒx� must be of degree 0 (i.e., an element of Z � ZŒx�, and
thus a divisor of 3 in Z). The only possibilities are ˙1;˙3. But 3 does not
divide x in ZŒx�. Therefore, the only common divisors of 3 and x in ZŒx�
are the units ˙1. It follows that 3ZŒx�C xZŒx� is not a principal ideal in
ZŒx�.

Example 6.5.13. ZŒ
p

�5� is an integral domain that is not a unique fac-
torization domain. ZŒ

p
�5� denotes the subring of C generated by Z

and
p

�5 D i
p
5; ZŒ

p
�5� D fx C iy

p
5 W x; y 2 Zg. It is useful

to consider the function N.z/ D jzj2 on ZŒ
p

�5�. N is multiplicative,
N.zw/ D N.z/N.w/. Furthermore, N.x C iy

p
5/ D x2 C 5y2 � 6

if x ¤ 0 and y ¤ 0. Using this, it is easy to see that the only units in
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ZŒ
p

�5� are ˙1, and that 2; 3 and 1˙ i
p
5 are all irreducible elements, no

two of which are associates. We have 6 D 2 � 3 D .1C i
p
5/.1 � i

p
5/.

These are two essentially different factorizations of 6 by irreducibles.

We can use the function N.z/ to show that every nonzero,
nonunit element of ZŒ

p
�5� has at least one factorization by irreducibles;

ZŒ
p

�5� is not a unique factorization domain because some elements ad-
mit two essentially different irreducible factorizations. The next example
is of an integral domain that fails to be a unique factorization domain be-
cause it has elements with no irreducible factorization at all.

Example 6.5.14. The ring R D Z C xQŒx� has elements admitting no
factorization by irreducibles. R consists of all polynomials with rational
coefficients whose constant term is an integer. R is an integral domain, as
it is a subring of QŒx�. The units in R are ˙1. No rational multiple of x
is irreducible, because x D 2.1

2
x/ is a proper factorization. If x is written

as a product of several elements in R, exactly one of these elements must
be a rational multiple of x, while the remaining factors must be integers.
Therefore, x has no factorization by irreducibles.

Factorization in Principal Ideal Domains
We are going to show that a principal ideal domain is a unique factor-

ization domain. The proof has two parts: First we show that every nonzero,
nonunit element of a PID has at least one factorization by irreducibles.
Then we show that an element cannot have two essentially different fac-
torizations by irreducibles.

Lemma 6.5.15. Suppose that R is a principal ideal domain. If a1R �

a2R � a3R � � � is an increasing sequence of ideals in R, then there exists
an n 2 N such that [m�1amR D anR.

Proof. Let I D [nanR. Then I is an ideal of R, by Proposition 6.2.21.
Since R is a PID, there exists an element b 2 I such that I D bR. Since
b 2 I , there exists an n such that b 2 anR. It follows that bR � anR �

I D bR; so I D anR. n

Lemma 6.5.16. Let R be a commutative ring with multiplicative identity
element, and let a; b 2 R. Then ajb , bR � aR. Moreover, a is a proper
factor of b , bR �

¤

aR �
¤

R.
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Proof. Exercise 6.5.13. n

Lemma 6.5.17. Let R be a principal ideal domain. Then every nonzero
element of R that is not a unit has at least one factorization by irreducible
elements.

Proof. Let R be a principal ideal domain. Suppose that R has a nonzero
element a that is not a unit and has no factorization by irreducible ele-
ments. Then a itself cannot be irreducible, so a admits a proper factoriza-
tion a D bc. At least one of b and c does not admit a factorization by
irreducibles; suppose without loss of generality that b has this property.
Now we have aR �

¤

bR, where a and b are nonunits that do not admit a

factorization by irreducibles.
An induction based on the previous paragraph gives a sequence a1; a2; : : :

in R such that for all n, an is a nonunit that does not admit a factorization
by irreducibles, and

a1R �
¤

a2R �
¤

� � � �
¤

anR �
¤

anC1R �
¤

� � � :

But the existence of such a sequence contradicts Lemma 6.5.15. n

In the next lemma, we show that principal ideal domains also have the
property that every irreducible element is prime.

Lemma 6.5.18. LetR be an integral domain. Consider the following prop-
erties of an nonzero nonunit element p of R:

� pR is a maximal ideal.
� pR is a prime ideal.
� p is prime.
� p is irreducible.

(a) The following implications hold:

pR maximal H) pR prime ” p prime H) p irreducible

(b) If R is a principal ideal domain, then the four conditions are
equivalent.

Proof. LetR be an integral domain and p 2 R a nonzero nonunit element.
The implication “pR maximal H) pR prime” follows from Corollary
6.4.10. The equivalence “pR prime ” p prime” is tautological.
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Finally, we prove the implication “p prime H) p irreducible.” Sup-
pose p is prime and p has a factorization p D ab. We have to show that
either a or b is a unit. Because p is prime and divides ab, p divides a or
b. Say p divides a, namely a D pr . Then p D ab D prb. Since R is an
integral domain, we can cancel p, getting 1 D rb. Therefore, b is a unit.

Now suppose that R is a principal ideal domain. To show the equiva-
lence of the four conditions, we have only to establish the implication “p
irreducible H) pR maximal.” Suppose that p is irreducible and that J
is an ideal with pR � J � R. Because R is a principal ideal domain,
J D aR for some a 2 R. It follows that p D ar for some element
r . Since p is irreducible, one of a and r is a unit. If a is a unit, then
J D aR D R. If r is a unit, then a D r�1p, so J D aR D pR. n

Theorem 6.5.19. Every principal ideal domain is a unique factorization
domain.

Proof. Let R be a principal ideal domain, and let a 2 R be a nonzero,
nonunit element. According to Lemma 6.5.17, a has at least one factoriza-
tion by irreducibles. We have to show that in any two such factorizations,
the factors are the same, up to order and multiplication by units.

So suppose that 0 � r � s, and that p1; p2; : : : ; pr ; q1; q2; : : : ; qs are
irreducibles, and

p1p2 � � �pr D q1q2 � � � qs: (6.5.1)

I claim that r D s, and (possibly after permuting the qi ) there exist units
c1; : : : ; cr such that qi D cipi for all i .

If r D 0, Equation (6.5.1) reads 1 D q1 � � � qs . It follows that s D

0, since irreducibles are not invertible. If r D 1, Equation (6.5.1) reads
p1 D q1 � � � qs; it follows that s D 1 and p1 D q1, since otherwise p1 has
a proper factorization.

Suppose r � 2. We can assume inductively that the assertion holds
when r and s are replaced with r 0 and s0 with r 0 < r and s0 < s.

According to Lemma 6.5.18, p1 is prime. Hence, p1 must divide one
of the qi ; we can suppose without loss of generality that p1 divides q1.
But since q1 is irreducible, and p1 is not a unit, q1 D p1c, where c is a
unit. Thus p1p2 � � �pr D p1.cq2/q3 � � � qs . Because we are working in an
integral domain, we can cancel p1, obtaining p2 � � �pr D .cq2/q3 � � � qs .
By the induction assumption, r D s and there exist units c2; : : : ; cr such
that (possibly after permuting the qi ) qi D cipi for 2 � i � r . n
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Exercises 6.5
The first three exercises are devoted to the proof of Theorem 6.5.8; for

each part, you should check that the proofs given for the ring of integers
and the ring of polynomials over a field go through essentially without
change for any Euclidean domain.

6.5.1. Let R be a Euclidean domain. Show that
(a) Two nonzero elements f and g 2 R have a greatest common

divisor that is contained in the ideal Rf C Rg. The greatest
common divisor is unique up to multiplication by a unit.

(b) Two elements f and g 2 R are relatively prime if, and only if,
1 2 Rf CRg.

6.5.2. Let R be a Euclidean domain. Show that
(a) Every ideal in R is principal.
(b) If an irreducible p divides the product of two nonzero elements,

then it divides one or the other of them.

6.5.3. Let R be a Euclidean domain. Show that every nonzero, nonunit
element has a factorization into irreducibles, which is unique (up to units
and up to order of the factors).

6.5.4. Let ZŒ
p

�2� be the subring of C generated by Z and
p

�2. Show
that ZŒ

p
�2� D faCb

p
�2 W a; b 2 Zg. Show that ZŒ

p
�2� is a Euclidean

domain. Hint: Try N.z/ D jzj2 for the Euclidean function.

6.5.5. Let ! D exp.2�i=3/. Then ! satisfies !2 C ! C 1 D 0. Let
ZŒ!� be the subring of C generated by Z and !. Show that ZŒ!� D

fa C b! W a; b 2 Zg. Show that ZŒ!� is a Euclidean domain. Hint:
Try N.z/ D jzj2 for the Euclidean function.

6.5.6. Compute a greatest common divisor in ZŒi � of 14C2i and 21C26i .

6.5.7. Compute a greatest common divisor in ZŒi � of 33C19i and 18�16i .

6.5.8. Show that for two elements a; b in an integral domain R, the fol-
lowing are equivalent:

(a) a divides b and b divides a.
(b) There exists a unit u such that a D ub.

6.5.9. Let R be an integral domain. Show that “a is an associate of b” is
an equivalence relation on R.

6.5.10. Show that every nonzero, nonunit element of ZŒ
p

�5� has at least
one factorization by irreducibles.
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6.5.11. The ring ZŒ
p

�5� cannot be a principal ideal domain, since it is
not a unique factorization domain. Find an ideal of ZŒ

p
�5� that is not

principal.

6.5.12. The ring Z C xQŒx� cannot be a principal ideal domain, since it is
not a unique factorization domain. Find an ideal of Z C xQŒx� that is not
principal.

6.5.13. Let R be a commutative ring with multiplicative identity element,
and let a; b 2 R. Show that ajb , bR � aR and, moreover, that a is a
proper factor of b , bR �

¤

aR.

6.5.14. Let a; b be elements of an integral domain R, and let d be a great-
est common divisor of a and b. Show that the set of greatest common
divisors of a and b is precisely the set of associates of d . If a and b are
associates, show that each is a greatest common divisor of a and b.

6.5.15. Let R be a principal ideal domain. Show that any pair of nonzero
elements a; b 2 R have a greatest common divisor and that for any greatest
common divisor d , we have d 2 aRCbR. Show that a and b are relatively
prime if, and only if, 1 2 aRC bR.

6.5.16. Let a be an irreducible element of a principal ideal domainR. If
b 2 R and a does not divide b, show that a and b are relatively prime.

6.5.17. Suppose a and b are relatively prime elements in a principal ideal
domainR. Show that aR \ bR D abR and aR C bR D R. Show that
R=abR Š R=aR ˚ R=bR. This is a generalization of the Chinese re-
mainder theorem, Exercise 6.3.11.

6.5.18. Consider the ring of polynomials in two variables over any field
R D KŒx; y�.

(a) Show that the elements x and y are relatively prime.
(b) Show that it is not possible to write 1 D p.x; y/x C q.x; y/y,

with p; q 2 R.
(c) Show that R is not a principal ideal domain, hence not a Eu-

clidean domain.

6.5.19. Show that a prime element in any integral domain is irreducible.

6.5.20. Let p be a prime element in an integral domain and suppose that
p divides a product b1b2 � � � bs . Show that p divides one of the bi .

6.5.21. Let aR be an ideal in a principal ideal domainR. Show that R=aR
is a ring with only finitely many ideals.

6.5.22.
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(a) Let a be an element of an integral domain R. Show that R=aR
is an integral domain if, and only if, a is prime.

(b) Let a be an element of a principal ideal domain R. Show that
R=aR is a a field if, and only if, a is irreducible.

(c) Show that a quotient R=I of a principal ideal domain R by a
nonzero proper ideal I is an integral domain if, and only if, it is
a field.

(d) Show that an ideal in a principal ideal domain is maximal if, and
only if, it is prime.

6.5.23. Consider the ring of formal power series KŒŒx�� with coefficients
in a field K.

(a) Show that the units of KŒŒx�� are the power series with nonzero
constant term (i.e., elements of the form ˛0Cxf , where ˛0 ¤ 0,
and f 2 KŒŒx��).

(b) Show that KŒŒx�� is a principal ideal domain. Hint: Let J be
an ideal of KŒŒx��. Let n be the least integer such that J has
an element of the form ˛nx

n C
P
j>n j̨x

j . Show that J D

xnKŒŒx��.
(c) Show that KŒŒx�� has a unique maximal ideal M , and

KŒŒx��=M Š K.

6.5.24. Fix a prime number p and consider the set Qp of rational numbers
a=b, where b is not divisible by p. (The notation Qp is not standard.)
Show that Qp is a principal ideal domain with a unique maximal ideal M .
Show that Qp=M Š Zp.

6.6. Unique Factorization Domains
In the first part of this section, we discuss divisors in a unique factor-

ization domain. We show that all unique factorization domains share some
of the familiar properties of principal ideal. In particular, greatest common
divisors exist, and irreducible elements are prime.

Lemma 6.6.1. Let R be a unique factorization domain, and let a 2 R be
a nonzero, nonunit element with irreducible factorization a D f1 � � � fn.
If b is a nonunit factor of a, then there exist a nonempty subset S of
f1; 2; : : : ; ng and a unit u such that b D u

Q
i2S fi .

Proof. Write a D bc . If c is a unit, then b D c�1a D c�1f1 � � � fn,
which has the required form. If c is not a unit, consider irreducible fac-
torizations of b and c, b D g1 � � �g` and c D g`C1 � � �gm. Then a D

g1 � � �g`g`C1 � � �gm is an irreducible factorization of a. By uniqueness
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of irreducible factorization, m D n, and the gi ’s agree with the fi ’s
up to order and multiplication by units. That is, there is a permutation
� of f1; 2; : : : ; ng such that each gj is an associate of f�.j /. Therefore
b D g1 : : : g` is an associate of f�.1/ � � � f�.`/. n

Lemma 6.6.2. In a unique factorization domain, any finite set of nonzero
elements has a greatest common divisor, which is unique up to multiplica-
tion by units.

Proof. Let a1; : : : ; as be nonzero elements in a unique factorization do-
main R. Let f1; : : : ; fN be a collection of pairwise nonassociate irre-
ducible elements such that each irreducible factor of each ai is an asso-
ciate of some fj . Thus each ai has a unique expression of the form ai D

ui
Q
j f

nj .ai /

j , where ui is a unit. For each j , let m.j / D minifnj .ai /g.

Put d D
Q
j f

m.j /
j . I claim that d is a greatest common divisor of

fa1; : : : ; asg. Clearly, d is a common divisor of fa1; : : : ; asg. Let e be
a common divisor of fa1; : : : ; asg. According to Lemma 6.6.1, e has the
form e D u

Q
j f

k.j /
j , where u is a unit and k.j / � nj .ai / for all i and

j . Hence for each j , k.j / � m.j /. Consequently, e divides d . n

We say that a1; : : : ; as are relatively prime if 1 is a greatest common
divisor of fa1; : : : ; asg, that is, if a1; : : : ; as have no common irreducible
factors.

Remark 6.6.3. In a principal ideal domain R, a greatest common divisor
of two elements a and b is always an element of the ideal aRCbR. But in
an arbitrary unique factorization domain R, a greatest common divisor of
two elements a and b is not necessarily contained in the ideal aRCbR. For
example, we will show below that ZŒx� is a UFD. In ZŒx�, 1 is a greatest
common divisor of 2 and x, but 1 62 2ZŒx�C xZŒx�.

Lemma 6.6.4. In a unique factorization domain, every irreducible is
prime.

Proof. Suppose an irreducible p in the unique factorization R divides a
product ab. If b is a unit, then p divides a. So we can assume that neither
a nor b is a unit.

If g1 � � �g` and h1 � � � hm are irreducible factorizations of a and b,
respectively, then g1 � � �g`h1 � � � hm is an irreducible factorization of ab.
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Since p is an irreducible factor of ab, by Lemma 6.6.1 p is an associate of
one of the gi ’s or of one of the hj ’s. Thus p divides a or b. n

Corollary 6.6.5. Let R be a unique factorization domain domain. Con-
sider the following properties of an nonzero, nonunit element p of R:

� pR is a maximal ideal.
� pR is a prime ideal.
� p is prime.
� p is irreducible.

The following implications hold:

pR maximal H) pR prime ” p prime ” p irreducible

Proof. This follows from Lemma 6.5.18 and Lemma 6.6.4 n

Example 6.6.6. In an UFD, if p is irreducible, pR need not be maximal.
We will show below that ZŒx� is a UFD. The ideal xZŒx� in ZŒx� is prime
but not maximal, since ZŒx�=xZŒx� Š Z is an integral domain, but not a
field.

Polynomial rings over UFD’s
The main result of this section is the following theorem:

Theorem 6.6.7. If R is a unique factorization domain, then RŒx� is a
unique factorization domain.

It follows from this result and induction on the number of variables
that polynomial rings KŒx1; � � � ; xn� over a field K have unique factoriza-
tion; see Exercise 6.6.2. Likewise, ZŒx1; � � � ; xn� is a unique factorization
domain, since Z is a UFD.

Let R be a unique factorization domain and let F denote the field of
fractions of R. The key to showing that RŒx� is a unique factorization
domain is to compare factorizations in RŒx� with factorizations in the Eu-
clidean domain F Œx�.

Call an element ofRŒx� primitive if its coefficients are relatively prime.
Any element g.x/ 2 RŒx� can be written as

g.x/ D dg1.x/; (6.6.1)

where d 2 R and g1.x/ is primitive. Moreover, this decomposition is
unique up to units of R. In fact, let d be a greatest common divisor of
the (nonzero) coefficients of g, and let g1.x/ D .1=d/g.x/. Then g1.x/
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is primitive and g.x/ D dg1.x/. Conversely, if g.x/ D dg1.x/, where
d 2 R and g1.x/ is primitive, then d is a greatest common divisor of the
coefficients of g.x/, by Exercise 6.6.1. Since the greatest common divisor
is unique up to units in R, it follows that the decomposition is also unique
up to units in R.

We can extend this discussion to elements of F Œx� as follows. Any
element '.x/ 2 F Œx� can be written as '.x/ D .1=b/g.x/, where b is a
nonzero element of R and g.x/ 2 RŒx�. For example, just take b to be the
product of the denominators of the coefficients of '.x/. Factoring g.x/ as
above gives

'.x/ D .d=b/f .x/; (6.6.2)
where f .x/ is primitive in RŒx�. This decomposition is unique up to units
in R. In fact, if

.d1=b1/f1.x/ D .d2=b2/f2.x/;

where f1 and f2 are primitive in RŒx�, then d1b2f1.x/ D d2b1f2.x/. By
the uniqueness of the decomposition 6.6.1 for RŒx�, there exists a unit u in
R such that d1b2 D ud2b1. Thus d1=b1 D ud2=b2.

Example 6.6.8. Take R D Z.

7=10C 14=5x C 21=20x3 D .7=20/.2C 8x C 3x3/;

where 2C 8x C 3x3 is primitive in ZŒx�.

Lemma 6.6.9. (Gauss’s lemma). Let R be a unique factorization domain
with field of fractions F .

(a) The product of two primitive elements of RŒx� is primitive.
(b) Suppose f .x/ 2 RŒx�. Then f .x/ has a factorization f .x/ D

'.x/ .x/ in F Œx� with deg.'/; deg. / � 1 if, and only if, f .x/
has such a factorization in RŒx�.

Proof. Suppose that f .x/ D
P
aix

i and g.x/ D
P
bjx

j are primitive
in RŒx�. Suppose p is irreducible in R. There is a first index r such
that p does not divide ar and a first index s such that p does not divide
bs . The coefficient of xrCs in f .x/g.x/ is arbs C

P
i<r aibrCs�i CP

j<s arCs�j bj . By assumption, all the summands are divisible by p,
except for arbs , which is not. So the coefficient of xrCs in fg.x/ is not
divisible by p. It follows that f .x/g.x/ is also primitive. This proves part
(a).

Suppose that f .x/ has the factorization f .x/ D '.x/ .x/ in F Œx�
with deg.'/; deg. / � 1. Write f .x/ D ef1.x/, '.x/ D .a=b/'1.x/

and  .x/ D .c=d/ 1.x/, where f1.x/, '1.x/, and  1.x/ are primitive
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in RŒx�. Then f .x/ D ef1.x/ D .ac=bd/'1.x/ 1.x/. By part (a),
the product '1.x/ 1.x/ is primitive in RŒx�. By the uniqueness of such
decompositions, it follows that .ac=bd/ D eu, where u is a unit in R, so
f .x/ factors as f .x/ D ue'1.x/ 1.x/ in RŒx�. n

Corollary 6.6.10. If a polynomial in ZŒx� has a proper factorization in
QŒx�, then it has a proper factorization in ZŒx�.

Corollary 6.6.11. The irreducible elements of RŒx� are of two types: irre-
ducible elements of R, and primitive elements of RŒx� that are irreducible
in F Œx�. A primitive polynomial is irreducible in RŒx� if, and only if, it is
irreducible in F Œx�.

Proof. Suppose that f .x/ 2 RŒx� is primitive in RŒx� and irreducible in
F Œx�. If f .x/ D a.x/b.x/ in RŒx�, then one of a.x/ and b.x/ must be
a unit in F Œx�, so of degree 0. Suppose without loss of generality that
a.x/ D a0 2 R. Then a0 divides all coefficients of f .x/, and, because
f .x/ is primitive, a0 is a unit in R. This shows that f .x/ is irreducible in
RŒx�.

Conversely, suppose that f .x/ is irreducible in RŒx� and of degree
� 1. Then f .x/ is necessarily primitive. Moreover, by Gauss’s lemma,
f .x/ has no factorization f .x/ D a.x/b.x/ in F Œx� with deg.a.x// � 1

and deg.b.x// � 1, so f .x/ is irreducible in F Œx�. n

Proof of Theorem 6.6.7. Let g.x/ be a nonzero, nonunit element ofRŒx�.
First, g.x/ can be written as df .x/, where f .x/ is primitive and d 2 R;
furthermore, this decomposition is unique up to units in R. The element d
has a unique factorization in R, by assumption, so it remains to show that
f .x/ has a unique factorization into irreducibles in RŒx�. But using the
factorization of f .x/ in F Œx� and Gauss’s Lemma, we can write

f .x/ D p1.x/p2.x/ � � �ps.x/;

where the pi .x/ are elements of RŒx� that are irreducible in F Œx�. Since
f .x/ is primitive, it follows that pi .x/ are primitive as well, and hence
irreducible in RŒx�, by Corollary 6.6.11.

The uniqueness of this factorization follows from the uniqueness of
irreducible factorization in F Œx� together with the uniqueness of the fac-
torization in Equation (6.6.2). In fact, suppose that

f .x/ D p1.x/p2.x/ � � �ps.x/ D q1.x/q2.x/ � � � qr.x/;
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where the pi .x/ and qi .x/ are irreducible in RŒx�. Since f .x/ is primi-
tive, each pi .x/ and qi .x/ is primitive, and in particular of degree � 1.
By Corollary 6.6.11, each pi .x/ and qi .x/ is irreducible in F Œx�. By the
uniqueness of the irreducible factorization in F Œx�, after possibly renum-
bering the qi .x/, we have pi .x/ D ciqi .x/ for each i for some ci 2 F .
But then, by the uniqueness of the decompostion of Equation (6.6.2), each
ci is actually a unit in R. n

A characteriziation of UFDs

We are going to characterize unique factorization domains by two
properties. One property, the so–called ascending chain condition for prin-
cipal ideals, implies the existence of irreducible factorizations. The other
property, that irreducible elements are prime, ensures the essential unique-
ness of irreducible factorizations.

Definition 6.6.12. We say that a ring R satisfies the ascending chain con-
dition for principal ideals if, whenever a1R � a2R � � � � is an infinite
increasing sequence of principal ideals, then there exists an n such that
amR D anR for all m � n.

Equivalently, any strictly increasing sequence of principal ideals is of
finite length.

Lemma 6.6.13. A unique factorization domain satisfies the ascending
chain condition for principal ideals.

Proof. For any nonzero, nonunit element a 2 R, letm.a/ denote the num-
ber of irreducible factors appearing in any irreducible factorization of a.
If b is a proper factor of a, then m.b/ < m.a/, by Lemma 6.6.1. Now if
a1R �

¤

a2R �
¤

� � � is a strictly increasing sequence of principal ideals, then

for each i , aiC1 is a proper factor of ai , and, therefore,m.aiC1/ < m.ai /.
If follows that the sequence is finite. n

Lemma 6.6.14. If an integral domainR satisfies the ascending chain con-
dition for principal ideals, then every nonzero, nonunit element of R has
at least one factorization by irreducibles.

Proof. This is exactly what is shown in the proof of Lemma 6.5.17. n
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Lemma 6.6.15. If every irreducible element in an integral domain R is
prime, then an element of R can have at most one factorization by irre-
ducibles, up to permutation of the irreducible factors, and replacing irre-
ducible factors by associates.

Proof. This is what was shown in the proof of Theorem 6.5.19. n

Proposition 6.6.16. An integral domain R is a unique factorization do-
main if, and only if, R has the following two properties:

(a) R satisfies the ascending chain condition for principal ideals.
(b) Every irreducible in R is prime.

Proof. This follows from Lemma 6.6.4 and Lemmas 6.6.13 through 6.6.15.
n

Example 6.6.17. The integral domain ZŒ
p

�5� (see Example 6.5.13) sat-
isfies the ascending chain condition for principal ideals. On the other hand,
ZŒ

p
�5� has irreducible elements that are not prime. You are asked to ver-

ify these assertions in Exercise 6.6.6.

Example 6.6.18. The integral domain R D Z C xQŒx� (see Example
6.5.14) does not satisfy the ascending chain condition for principal ideals,
so it is not a UFD. However, irreducibles in R are prime. You are asked to
verify these assertions in Exercise 6.6.7.

Exercises 6.6

6.6.1. Let R be a unique factorization domain.
(a) Let b and a0; : : : ; as be nonzero elements ofR. For d 2 R, show

that bd is a greatest common divisor of fba1; ba2; : : : ; basg if,
and only if, d is a greatest common divisor of fa1; a2; : : : ; asg.

(b) Let f .x/ 2 RŒx� and let f .x/ D bf1.x/, where f1 is primitive.
Conclude that b is a greatest common divisor of the coefficients
of f .x/.

6.6.2.
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(a) Let R be a commutative ring with identity 1. Show that the poly-
nomial ringsRŒx1; : : : ; xn�1; xn� and .RŒx1; : : : ; xn�1�/Œxn� can
be identified.

(b) Assuming Theorem 6.6.7, show by induction that if K is a field,
then, for all n, KŒx1; : : : ; xn�1; xn� is a unique factorization do-
main.

6.6.3. (The rational root test) Use Gauss’s lemma (or the idea of its proof)
to show that if a polynomial anxn C � � � C a1x C a0 2 ZŒx� has a rational
root r=s, where r and s are relatively prime, then s divides an and r divides
a0. In particular, if the polynomial is monic, then its only rational roots
are integers.

6.6.4. Generalize the previous exercise to polynomials over a unique fac-
torization domain.

6.6.5. Complete the details of this alternative proof of Gauss’s Lemma:
Let R be a UFD. For any irreducible p 2 R, consider the quotient map
�p W R �! R=pR, and extend this to a homomorphism �p W RŒx� �!

.R=pR/Œx�, defined by �p.
P
aix

i / D
P
i �p.ai /x

i , using Corollary
6.2.8.

(a) Show that a polynomial h.x/ is in the kernel of �p if, and only
if, p is a common divisor of the coefficients of h.x/.

(b) Show that f .x/ 2 RŒx� is primitive if, and only if, for all irre-
ducible p, �p.f .x// ¤ 0.

(c) Show that .R=pR/Œx� is integral domain for all irreducible p.
(d) Conclude that if f .x/ and g.x/ are primitive inRŒx�, then f .x/g.x/

is primitive as well.

6.6.6. Show that ZŒ
p

�5� satisfies the ascending chain condition for prin-
cipal ideals but has irreducible elements that are not prime.

6.6.7. Show that R D Z C xQŒx� does not satisfy the ascending chain
condition for principal ideals. Show that irreducibles in R are prime.

6.7. Noetherian Rings
This section can be skipped without loss of continuity.

The rings ZŒx� and KŒx; y; z� are not principal ideal domains. How-
ever, we shall prove that they have the weaker property that every ideal is
finitely generated—that is, for every ideal I there is a finite set S such that
I is the ideal generated by S .

A condition equivalent to the finite generation property is the ascend-
ing chain condition for ideals.
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Definition 6.7.1. A ring (not necessarily commutative, not necessarily
with identity) satisfies the ascending chain condition (ACC) for ideals if
every strictly increasing sequence of ideals has finite length.

We denote the ideal generated by a subset S of a ring R by .S/.

Proposition 6.7.2. For a ring R (not necessarily commutative, not neces-
sarily with identity), the following are equivalent:

(a) Every ideal of R is finitely generated.
(b) R satisfies the ascending chain condition for ideals.

Proof. Suppose that every ideal of R is finitely generated. Let I1 � I2 �

I3 � � � � be an infinite, weakly increasing sequence of ideals of R. Then
I D [nIn is an ideal of R, so there exists a finite set S such that I is the
ideal generated by S . Each element of S is contained in some In; since
the In are increasing, there exists an N such that S � IN . Since I is the
smallest ideal containing S , we have I � IN � [nIn D I . It follows that
In D IN for all n � N . This shows that R satisfies the ACC for ideals.

Suppose that R has an ideal I that is not finitely generated. Then for
any finite subset S of I , the ideal generated by S is properly contained in
I . Hence there exists an element f 2 I n .S/, and the ideal generated
by S is properly contained in that generated by S [ ff g. An inductive
argument gives an infinite, strictly increasing sequence of finite sets such
that the corresponding ideals that they generate are also strictly increasing.
Therefore, R does not satisfy the ACC for ideals. n

Definition 6.7.3. A ring is said to be Noetherian if every ideal is finitely
generated, or, equivalently, if it satisfies the ACC for ideals.

Noetherian rings are named after Emmy Noether. The main result of
this section is the Hilbert basis theorem, which asserts that a polynomial
ring over a Noetherian ring is Noetherian.

We prepare for the theorem with a lemma:

Lemma 6.7.4. Suppose that J0 � J are ideals in a polynomial ring RŒx�.
If for each nonzero f 2 J there exists a g 2 J0 such that deg.f � g/ <

deg.f /, then J0 D J .
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Proof. Let m denote the minimum of degrees of nonzero elements of J .
Suppose f 2 J and deg.f / D m. Choose g 2 J0 such that deg.f �g/ <

m. By definition of m, f � g D 0, so f D g 2 J0. Now suppose that
f 2 J with deg.f / > m. Suppose inductively that all elements of J
whose degree is strictly less than deg.f / lie in J0. Choose g 2 J0 such
that deg.f �g/ < deg.g/. Then f �g 2 J0, by the induction hypothesis,
so f D g C .f � g/ 2 J0. n

Theorem 6.7.5. (Hilbert’s basis theorem). Suppose R is a commutative
Noetherian ring with identity element. Then RŒx� is Noetherian.

Proof. Let J be an ideal in RŒx�. Let m denote the minimum degree of
nonzero elements of J . For each k � 0, let Ak denote

fa 2 R W a D 0 or there exists f 2 J with leading term axkg:

It is easy to check that Ak is an ideal in R and Ak � AkC1 for all k. Let
A D [kAk . Since every ideal in R is finitely generated, there is a natural
number N such that A D AN . Form � k � N , let fd

.k/
j W 1 � j � s.k/g

be a finite generating set for Ak , and for each j , let g.k/j be a polynomial

in J with leading term d
.k/
j xk . Let J0 be the ideal generated by fg

.k/
j W

m � k � N; 1 � j � s.k/g. We claim that J D J0.
Let f 2 J have degree n and leading term axn. If n � N , then

a 2 An D AN , so there exist rj 2 R such that a D
P
j rjd

.N/
j .

Then
P
j rjx

n�Ng
.N/
j is an element of J0 with leading term axn, so

deg.f � g/ < deg.f /. If m � n < N , then a 2 An, so there exist rj 2 R

such that a D
P
j rjd

.n/
j . Then

P
j rjg

.n/
j is an element of J0 with lead-

ing term axn, so deg.f �g/ < deg.f /. Thus for all nonzero f 2 J , there
exists g 2 J0 such that deg.f � g/ < deg.f /. It follows from Lemma
6.7.4 that J D J0. n

Corollary 6.7.6. If R is a commutative Noetherian ring, then
RŒx1; : : : ; xn� is Noetherian for all n. In particular, ZŒx1; : : : ; xn� and,
for all fields K, KŒx1; : : : ; xn� are Noetherian.

Proof. This follows from the Hilbert basis theorem and induction. n

Exercises 6.7
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6.7.1. Let R be a commutative ring with identity element. Let J be an
ideal in RŒx�. Show that for each k � 0, the set

Ak D fa 2 R W a D 0 or there exists f 2 J with leading term axkg

is an ideal in R, and that Ak � AkC1 for all k � 0.

6.7.2. Suppose that R is Noetherian and ' W R ! S is a surjective ring
homomorphism. Show that S is Noetherian.

6.7.3. We know that ZŒ
p

�5� is not a UFD and, therefore, not a PID.
Show that ZŒ

p
�5� is Noetherian. Hint: Find a Noetherian ring R and a

surjective homomorphism ' W R ! ZŒ
p

�5�.

6.7.4. Show that ZŒx�C xQŒx� is not Noetherian.

6.7.5. Show that a Noetherian domain in which every irreducible element
is prime is a unique factorization domain.

6.8. Irreducibility Criteria
In this section, we will consider some elementary techniques for determin-
ing whether a polynomial is irreducible.

We restrict ourselves to the problem of determining whether a polyno-
mial in ZŒx� is irreducible. Recall that an integer polynomial factors over
the integers if, and only if, it factors over the rational numbers, according
to Lemma 6.6.9 and Corollary 6.6.10.

A basic technique in testing for irreducibility is to reduce the polyno-
mial modulo a prime. For any prime p, the natural homomorphism of Z
onto Zp extends to a homomorphism of ZŒx� onto ZpŒx�, �p W

P
aix

i 7!P
Œai �px

i .

Proposition 6.8.1. Fix a prime p. Suppose that a polynomial f .x/ DP
aix

i 2 ZŒx� has positive degree and that its leading coefficientis not
divisible by the prime p. If �p.f .x// is irreducible in ZpŒx�, then f .x/ is
irreducible in QŒx�.

Proof. The assumption that the leading coefficient of f is not divisible
by p means that deg.�p.f // D deg.f /. Suppose that f .x/ has a fac-
torization f .x/ D g.x/h.x/ in ZŒx�, with the degree of g.x/ and of
h.x/ positive. Then p does not divide the leading coefficients of g.x/
and h.x/, so �p.g.x// and �p.h.x// have positive degree. Moreover,
�p.f .x// D �p.g.x//�p.h.x//. n
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Efficient algorithms are known for factorization in ZpŒx�. The com-
mon computer algebra packages such as Mathematica and Maple have
these algorithms built in. The Mathematica command
Factor[f, Modulus ! p] can be used for reducing a polynomial f modulo
a prime p and factoring the reduction. Unfortunately, the condition of the
proposition is merely a sufficient condition. It is quite possible (but rare)
for a polynomial to be irreducible over Q but nevertheless for its reductions
modulo every prime to be reducible.

Example 6.8.2. Let f .x/ D 83 C 82 x � 99 x2 � 87 x3 � 17 x4. The
reduction of f modulo 3 is f2 C x C x4g, which is irreducible over Z3.
Hence, f is irreducible over Q.

Example 6.8.3. Let f .x/ D �91 � 63 x � 73 x2 C 22 x3 C 50 x4. The
reduction of f modulo 17 is 16

�
6C 12 x C 5 x2 C 12 x3 C x4

�
, which

is irreducible over Z17. Therefore, f is irreducible over Q.

A related sufficient condition for irreducibility is Eisenstein’s criterion:

Proposition 6.8.4. (Eisenstein’s criterion). Consider a monic polynomial
f .x/ D xnCan�1x

n�1C� � �Ca1xCa0 with integer coefficients. Suppose
that p is a prime that divides all the coefficients ai and such that p2 does
not divide a0. Then f .x/ is irreducible over Q.

Proof. If f has a proper factorization over Q, then it also has a proper
factorization over Z, with both factors monic polynomials. Write f .x/ D

a.x/b.x/, where a.x/ D
Pr
iD0 ˛ix

i and b.x/ D
Ps
jD0 ˇix

j . Since
a0 D ˛0ˇ0, exactly one of ˛0 and ˇ0 is divisible by p; suppose without
loss of generality that p divides ˇ0, and p does not divide ˛0. Considering
the equations

a1 D ˇ1˛0 C ˇ0˛1

: : :

as�1 D ˇs�1˛0 C � � � C ˇ0˛s�1

as D ˛0 C ˇs�1˛1 C � � � C ˇ0˛s;

we obtain by induction that ǰ is divisible by p for all j (0 � j � s � 1).
Finally, the last equation yields that ˛0 is divisible by p, a contradiction.

n

Example 6.8.5. x3 C 14x C 7 is irreducible by the Eisenstein criterion.
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Example 6.8.6. Sometimes the Eisenstein criterion can be applied after
a linear change of variables. For example, for the so–called cyclotomic
polynomial

f .x/ D xp�1
C xp�2

C � � � C x2 C x C 1;

where p is a prime, we have

f .x C 1/ D

p�1X
sD0

�
p

s C 1

�
xs:

This is irreducible by Eisenstein’s criterion, so f is irreducible as well.
You are asked to provide the details for this example in Exercise 6.8.2.

There is a simple criterion for a polynomial in ZŒx� to have (or not to
have) a linear factor, the so–called rational root test.

Proposition 6.8.7. (Rational root test) Let f .x/ D anx
nCan�1x

n� 1C

� � � a1x C a0 2 ZŒx�. If r=s is a rational root of f , where r and s are
relatively prime, then s divides an and r divides a0.

Proof. Exercise 6.6.3. n

A quadratic or cubic polynomial is irreducible if, and only if, it has no
linear factors, so the rational root test is a definitive test for irreducibility
for such polynomials. The rational root test can sometimes be used as an
adjunct to prove irreducibility of higher degree polynomials: If an integer
polynomial of degree n has no rational root, but for some prime p its re-
duction mod p has irreducible factors of degrees 1 and n � 1, then then f
is irreducible (Exercise 6.8.1).

Exercises 6.8

6.8.1. Show that if a polynomial f .x/ 2 ZŒx� of degree n has no rational
root, but for some prime p its reduction mod p has irreducible factors of
degrees 1 and n � 1, then then f is irreducible.

6.8.2. Provide the details for Example 6.8.6.

6.8.3. Show that for each natural number n

.x � 1/.x � 2/.x � 3/ � � � .x � n/ � 1

is irreducible over the rationals.
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6.8.4. Show that for each natural number n ¤ 4

.x � 1/.x � 2/.x � 3/ � � � .x � n/C 1

is irreducible over the rationals.

6.8.5. Determine whether the following polynomials are irreducible over
the rationals. You may wish to do computer computations of factorizations
modulo primes.

(a) 8 � 60 x � 54 x2 C 89 x3 � 55 x4

(b) 42 � 55 x � 66 x2 C 44 x3

(c) 42 � 55 x � 66 x2 C 44 x3 C x4

(d) 5C 49 x C 15 x2 � 27 x3

(e) �96C 53 x � 26 x2 C 21 x3 � 75 x4
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CHAPTER 7

Field Extensions – First Look

7.1. A Brief History
The most traditional concern of algebra is the solution of polynomial equa-
tions and related matters such as computation with radicals. Methods of
solving linear and quadratic equations were known to the ancients, and
Arabic scholars preserved and augmented this knowledge during the Mid-
dle Ages.

You learned the quadratic formula for the roots of a quadratic equation
in school, but more fundamental is the algorithm of completing the square,
which justifies the formula. Similar procedures for equations of the third
and fourth degree were discovered by several mathematicians in sixteenth
century Italy, who also introduced complex numbers (with some misgiv-
ings). And there the matter stood, more or less, for another 250 years.

At the end of the eighteenth century, no general method or formula,
of the sort that had worked for equations of lower degree, was known for
equations of degree 5, nor was it known that no such method was possible.
The sort of method sought was one of “solution by radicals,” that is, by
algebraic operations and by introduction of nth roots.

In 1798 C. F. Gauss showed that every polynomial equation with real
or complex coefficients has a complete set of solutions in the complex
numbers. Gauss published several proofs of this theorem, known as the
fundamental theorem of algebra. The easiest proofs known involve some
complex analysis, and you can find a proof in any text on that subject.

A number of mathematicians worked on the problem of solution of
polynomial equations during the period from 1770 to 1820, among them
J-L. Lagrange, A. Cauchy, and P. Ruffini. Their insights included a certain
appreciation for the role of symmetry of the roots. Finally, N. H. Abel, be-
tween 1824 and 1829, succeeded in showing that the general fifth–degree
equation could not be solved by radicals.

It was E. Galois, however, who, in the years 1829 to 1832, provided
the most satisfactory solution to the problem of solution of equations by

317
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318 7. FIELD EXTENSIONS – FIRST LOOK

radicals and, in doing so, radically changed the nature of algebra. Galois
associated with a polynomial p.x/ over a field K a canonical smallest
field L containing K in which the polynomial has a complete set of roots
and, moreover, a canonical group of symmetries of L, which acts on the
roots of p.x/. Galois’s brilliant idea was to study the polynomial equation
p.x/ D 0 by means of this symmetry group. In particular, he showed that
solvability of the equation by radicals corresponded to a certain property
of the group, which also became known as solvability. The Galois group
associated to a polynomial equation of degree n is always a subgroup of
the permutation group Sn. It turns out that subgroups of Sn for n � 4 are
solvable, but S5 is not solvable. In Galois’s theory, the nonsolvability of
S5 implies the impossibility of an analogue of the quadratic formula for
equations of degree 5.

Neither Abel nor Galois had much time to enjoy his success. Abel
died at the age of 26 in 1829, and Galois died in a duel in 1832 at the age
of 20. Galois’s memoir was first published by Liouville in 1846, 14 years
after Galois’s death. Galois had submitted two manuscripts on his theory
in 1829 to the Académie des Sciences de Paris, which apparently were lost
by Cauchy. A second version of his manuscript was submitted in 1830,
but Fourier, who received it, died before reading it, and that manuscript
was also lost. A third version was submitted to the Academy in 1831 and
referred to Poisson, who reported that he was unable to understand it and
recommended revisions. But Galois was killed before he could prepare
another manuscript.

In this chapter, we will take a first look at polynomial equations, field
extensions, and symmetry. Chapters 9 and 10 contain a more systematic
treatment of Galois theory.

7.2. Solving the Cubic Equation
Consider a cubic polynomial equation,

x3 C ax2 C bx C c D 0;

where the coefficients lie in some fieldK, which for simplicity we assume
to be contained in the field of complex numbers C. Necessarily, K con-
tains the rational field Q.

If ˛1; ˛2; ˛3 are the roots of the equation in C, then

x3 C ax2 C bx C c D .x � ˛1/.x � ˛2/.x � ˛3/;

from which it follows that

˛1 C ˛2 C ˛3 D �a

˛1˛2 C ˛1˛3 C ˛2˛3 D b

˛1˛2˛3 D �c:
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It is simpler to deal with a polynomial with zero quadratic term, and
this can be accomplished by a linear change of variables y D xCa=3. We
compute that the equation is transformed into

y3 C .�
a2

3
C b/ y C .

2a3

27
�
ab

3
C c/:

Changing notation, we can suppose without loss of generality that we
have at the outset a polynomial equation without quadratic term

f .x/ D x3 C px C q D 0;

with roots ˛1; ˛2; ˛3 satisfying

˛1 C ˛3 C ˛3 D 0

˛1˛2 C ˛1˛3 C ˛2˛3 D p

˛1˛2˛3 D �q:

(7.2.1)

If we experiment with changes of variables in the hope of somehow
simplifying the equation, we might eventually come upon the idea of ex-
pressing the variable x as a difference of two variables x D v � u. The
result is

.v3 � u3/C q � 3uv.v � u/C p.v � u/ D 0:

A sufficient condition for a solution is
.v3 � u3/C q D 0

3uv D p:

Now, using the second equation to eliminate u from the first gives a qua-
dratic equation for v3:

v3 �
p3

27v3
C q D 0:

The solutions to this are

v3 D �
q

2
˙

s
q2

4
C
p3

27
:

It turns out that we get the same solutions to our original equation
regardless of the choice of the square root. Let ! denote the primitive
third root of unity ! D e2�i=3, and let A denote one cube root of

�
q

2
C

s
q2

4
C
p3

27
:

Then the solutions for v are A; !A, and !2A, and the solutions for x D

v �
p

3v
are

˛1 D A �
p

3A
; a2 D !A � !2

p

3A
; ˛3 D !2A � !

p

3A
:
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These are generally known as Cardano’s formulas, but Cardano credits
Scipione del Ferro and N. Tartaglia and for their discovery (prior to 1535).

What we will be concerned with here is the structure of the field exten-
sion K � K.˛1; ˛2; ˛3/ and the symmetry of the roots.

Here is some general terminology and notation: If F � L are fields,
we say that F is a subfield of L or that L is a field extension of F . If
F � L is a field extension and S � L is any subset, then F.S/ denotes the
smallest subfield of L that contains F and S . If F � L is a field extension
and g.x/ 2 F Œx� has a complete set of roots in L (i.e., g.x/ factors into
linear factors in LŒx�), then the smallest subfield of L containing F and
the roots of g.x/ in L is called a splitting field of g.x/ over F .

Returning to our more particular situation, K.˛1; ˛2; ˛3/ is the split-
ting field (in C) of the cubic polynomial f .x/ 2 KŒx�.

One noticeable feature of this situation is that the roots of f .x/ are
obtained by rational operations and by extraction of cube and square roots
(in C); in fact, A is obtained by first taking a square root and then taking a
cube root. And ! also involves a square root, namely, ! D 1=2C

p
�3=2.

So it would seem that it might be necessary to obtain K.˛1; ˛2; ˛3/ by
three stages, K � K1 � K2 � K3 D K.˛1; ˛2; ˛3/, where at each stage
we enlarge the field by adjoining a new cube or square root. In fact, we
will see that at most two stages are necessary.

An important element for understanding the splitting field is

ı D .˛1 � ˛2/.˛1 � ˛3/.˛2 � ˛3/ D det

24 1 1 1

˛1 ˛2 ˛3
˛21 ˛22 ˛23

35 :

The square ı2 of this element is invariant under permutations of the ˛i ;
a general result, which we will discuss later, says that ı2 is, therefore, a
polynomial expression in the coefficients p; q of the polynomial and, in
particular, ı2 2 K. We can compute ı2 explicitly in terms of p and q; the
result is ı2 D �4p3�27q2. You are asked to verify this in Exercise 7.2.7.
The element ı2 is called the discriminant of the polynomial f .

Now, it turns out that the nature of the field extensionK � K.˛1; ˛2; ˛3/

depends on whether ı is in the ground field K. Before discussing this
further, it will be convenient to introduce some remarks of a general na-
ture about algebraic elements of a field extension. We shall do this in the
following section, and complete the discussion of the cubic equation in
Section 7.4.
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Exercises 7.2

7.2.1. Show that a cubic polynomial in KŒx� either has a root in K or is
irreducible over K.

7.2.2. Verify the reduction of the monic cubic polynomial to a polynomial
with no quadratic term.

7.2.3. How can you deal with a nonmonic cubic polynomial?

7.2.4. Verify in detail the derivation of Cardano’s formulas.

7.2.5. Consider the polynomial p.x/ D x3 C 2x2 C 2x � 3. Show that
p is irreducible over Q. Hint: Show that if p has a rational root, then
it must have an integer root, and the integer root must be a divisor of 3.
Carry out the reduction of p to a polynomial f without quadratic term.
Use the method described in this section to find the roots of f . Use this
information to find the roots of p.

7.2.6. Repeat the previous exercise with various cubic polynomials of your
choice.

7.2.7. Let V denote the Vandermonde matrix

24 1 1 1

˛1 ˛2 ˛3
˛21 ˛22 ˛23

35 :
(a) Show that ı2 D det.V V t / D det

24 3 0
P
˛2i

0
P
˛2i

P
˛3iP

˛2i
P
˛3i

P
˛4i

35.

(b) Use equations (7.2.1) as well as the fact that the ˛i are roots of
f .x/ D 0 to compute that

P
˛2i D �2p,

P
i a
3
i D �3q, andP

i a
4
i D 2p2.

(c) Compute that ı2 D �4p3 � 27q2.

7.2.8.
(a) Show that x3 � 2 is irreducible in QŒx�. Compute its roots and

also ı2 and ı.
(b) Q. 3

p
2/ � R, so is not equal to the splitting field E of x3 � 2.

The splitting field is Q. 3
p
2; !/, where ! D e2�i=3. Show that

! satisfies a quadratic polynomial over Q.
(c) Show that x3� 3xC 1 is irreducible in QŒx�. Compute its roots,

and also ı2 and ı. Hint: The quantity A is a root of unity, and
the roots are twice the real part of certain roots of unity.
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7.3. Adjoining Algebraic Elements to a Field
The fields in this section are general, not necessarily subfields of the com-
plex numbers.

A field extension L of a field K is, in particular, a vector space over
K. You are asked to check this in the Exercises. It will be helpful to review
the definition of a vector space in Section 3.3

Since a field extensionL of a fieldK is aK-vector space, in particular,
L has a dimension over K, possibly infinite. The dimension of L as a K-
vector space is denoted dimK.L/ (or, sometimes, ŒL W K�.) Dimensions of
field extensions have the following multiplicative property:

Proposition 7.3.1. If K � L � M are fields, then

dimK.M/ D dimK.L/ dimL.M/:

Proof. Suppose that f�1; : : : ; �rg is a subset of L that is linearly inde-
pendent over K, and that f�1; : : : ; �sg is a subset of M that is linearly
independent over L. I claim that f�i�j W 1 � i � r; 1 � j � sg is linearly
independent over K. In fact, if 0 D

P
i;j kij�i�j D

P
j .
P
i kij�i /�j ,

with kij 2 K, then linear independence of f�j g over L implies thatP
i kij�i D 0 for all j , and then linear independence of f�ig over K

implies that kij D 0 for all i; j , which proves the claim.
In particular, if either dimK.L/ or dimL.M/ is infinite, then there are

arbitrarily large subsets of M that are linearly independent over K, so
dimK.M/ is also infinite.

Suppose now that dimK.L/ and dimL.M/ are finite, that the set
f�1; : : : ; �rg is a basis of L over K, and that the set f�1; : : : ; �sg is a
basis of M over L. The fact that f�j g spans M over L and that f�ig

spans L over K implies that the set of products f�i�j g spans M over K
(exercise). Hence, f�i�j g is a basis of M over K. n

Definition 7.3.2. A field extension K � L is called finite if L is a finite–
dimensional vector space over K.

Now, consider a field extension K � L. According to Proposition
6.2.7, for any element ˛ 2 L there is a ring homomorphism (“evaluation”
at ˛) from KŒx� into L given by '˛.f .x// D f .˛/. That is,

'˛.k0 C k1x C � � � C knx
n/ D k0 C k1˛ C � � � C kn˛

n: (7.3.1)
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Definition 7.3.3. An element ˛ in a field extension L of K is said to be
algebraic over K if there is some polynomial p.x/ 2 KŒx� such that
p.˛/ D 0; equivalently, there are elements k0; k1; : : : kn 2 K such that
k0 C k1˛ C � � � C kn˛

n D 0. Any element that is not algebraic is called
transcendental. The field extension is called algebraic if every element of
L is algebraic over K.

In particular, the set of complex numbers that are algebraic over Q
are called algebraic numbers and those that are transcendental over Q are
called transcendental numbers. It is not difficult to see that there are (only)
countably many algebraic numbers, and that, therefore, there are uncount-
ably many transcendental numbers. Here is the argument: The rational
numbers are countable, so for each natural number n, there are only count-
ably many distinct polynomials with rational coefficients with degree no
more than n. Consequently, there are only countably many polynomials
with rational coefficients altogether, and each of these has only finitely
many roots in the complex numbers. Therefore, the set of algebraic num-
bers is a countable union of finite sets, so countable. On the other hand,
the complex numbers are uncountable, so there are uncountably many tran-
scendental numbers.

We show that any finite field extension is algebraic:

Proposition 7.3.4. If K � L is a finite field extension, then
(a) L is algebraic over K, and
(b) there are finitely many (algebraic) elements a1; : : : ; an 2 L such

that L D K.a1; : : : ; an/.

Proof. Consider any element ˛ 2 L. Since dimK.L/ is finite, the powers
1, ˛, ˛2, ˛3, . . . of ˛ cannot be linearly independent over K. Therefore,
there exists a natural number N and there exist �0, �1, . . .�N 2 K, not all
zero, such that �0 C �1˛ C � � � C �n˛

N D 0. That is, ˛ is algebraic over
K. Since ˛ was an arbitrary element of L, this means that L is algebraic
over K.

The second statement is proved by induction on dimK.L/. If dimK.L/ D

1, thenK D L, and there is nothing to prove. So suppose that dimK.L/ >
1, and suppose that wheneverK 0 � L0 are fields and dimK0.L0/ < dimK.L/,
then there exists a natural number n and there exist finitely many elements
a2; : : : ; an, such that L0 D K 0.a2; : : : ; an/.
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Since K ¤ L, there exists an element a1 2 L n K. Then
K � K.a1/ � L, dimK.K.a1// > 1, and

dimK.a1/.L/ D dimK.L/= dimK.K.a1// < dimK.L/:

By the induction hypothesis applied to the pair K.a1/ � L, there ex-
ists a natural number n and there exist finitely many elements a2; : : : ; an,
such that L D K.a1/.a2; : : : ; an/ D K.a1; a2; : : : ; an/: This completes
the proof. n

The set I˛ of polynomials p.x/ 2 KŒx� satisfying p.˛/ D 0 is
the kernel of the homomorphism '˛ W KŒx� ! L, so is an ideal in
KŒx�. We have I˛ D f .x/KŒx�, where f .x/ is an element of mini-
mum degree in I˛, according to Proposition 6.2.27. The polynomial f .x/
is necessarily irreducible; if it factored as f .x/ D f1.x/f2.x/, where
deg.f / > deg.fi / > 0, then 0 D f .˛/ D f1.˛/f2.˛/. But then one
of the fi would have to be in I˛, while deg.fi / < deg.f /, a contra-
diction. The generator f .x/ of I˛ is unique up to multiplication by a
nonzero element of K, so there is a unique monic polynomial f .x/ such
that I˛ D f .x/KŒx�, called the minimal polynomial for ˛ over K.

We have proved the following proposition:

Proposition 7.3.5. If K � L are fields and ˛ 2 L is algebraic over K,
then there is a unique monic irreducible polynomial f .x/ 2 KŒx� such
that the set of polynomials p.x/ 2 KŒx� satisfying p.˛/ D 0 is f .x/KŒx�.

Fix the algebraic element ˛ 2 L, and consider the set of elements of
L of the form

k0 C k1˛ C � � � C kn˛
n; (7.3.2)

with n 2 N and k0; k1; : : : ; kn 2 K. By Equation (7.3.1), this is the range
of the homomorphism '˛, so, by the homomorphism theorem for rings, it
is isomorphic to KŒx�=I˛ D KŒx�=.f .x//, where we have written .f .x//
for f .x/KŒx�. But since f .x/ is irreducible, the ideal .f .x// is maximal,
and, therefore, the quotient ring KŒx�=.f .x// is a field (Exercise 6.3.7).

Proposition 7.3.6. Suppose K � L are fields, ˛ 2 L is algebraic over K,
and f .x/ 2 KŒx� is the minimal polynomial for ˛ over K.

(a) K.˛/, the subfield of L generated by K and ˛, is isomorphic to
the quotient field KŒx�=.f .x//.

(b) K.˛/ is the set of elements of the form

k0 C k1˛ C � � � C kd�1˛
d�1;

where d is the degree of f .
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(c) dimK.K.˛// D deg.f /.

Proof. We have shown that the ring of polynomials in ˛ with coefficients
in K is a field, isomorphic to KŒx�=.f .x//. Therefore, K.˛/ D KŒ˛� Š

KŒx�=.f .x//. This shows part (a). For any p 2 KŒx�, write p D qf C r ,
where r D 0 or deg.r/ < deg.f /. Then p.˛/ D r.˛/, since f .˛/ D 0.
This means that f1; ˛; : : : ; ˛d�1g spans K.˛/ over K. But this set is also
linearly independent over K, because ˛ is not a solution to any equation
of degree less than d . This shows parts (b) and (c). n

Example 7.3.7. Consider f .x/ D x2� 2 2 Q.x/, which is irreducible by
Eisenstein’s criterion (Proposition 6.8.4). The element

p
2 2 R is a root

of f .x/. (The existence of this root in R is a fact of analysis.) The field
Q.

p
2/ Š QŒx�=.x2 � 2/ consists of elements of the form aC b

p
2, with

a; b 2 Q. The rule for addition in Q.
p
2/ is

.aC b
p
2/C .a0

C b0
p
2/ D .aC a0/C .b C b0/

p
2;

and the rule for multiplication is

.aC b
p
2/.a0

C b0
p
2/ D .aa0

C 2bb0/C .ab0
C ba0/

p
2:

The inverse of aC b
p
2 is

.aC b
p
2/�1 D

a

a2 � 2b2
�

b

a2 � 2b2

p
2:

Example 7.3.8. The polynomial f .x/ D x3�2xC2 is irreducible over Q
by Eisenstein’s criterion. The polynomial has a real root � by application
of the intermediate value theorem of analysis. The field Q.�/ Š QŒx�=.f /
consists in elements of the form a C b� C c�2, where a, b, c 2 Q. Mul-
tiplication is performed by using the distributive law and then reducing
using the rule �3 D 2� � 2 (whence �4 D 2�2 � 2� ). To find the in-
verse of an element of Q.�/, it is convenient to compute in QŒx�. Given
g.�/ D a C b� C c�2, there exist elements r.x/; s.x/ 2 QŒx� such that
g.x/r.x/ C f .x/s.x/ D 1, since g and f are relatively prime. Further-
more, r and s can be computed by the algorithm implicit in the proof of
Theorem 1.8.16. It then follows that g.�/r.�/ D 1, so r.�/ is the de-
sired inverse. Let us compute the inverse of 2C 3� � �2 in this way. Put
g.x/ D �x2 C 3x C 2. Then we can compute that

1

118
.24C 8 x � 9 x2/g C

1

118
.35 � 9 x/f D 1;
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and, therefore,

.2C 3� � �2/�1 D
1

118
.24C 8 � � 9 �2/:

The next proposition is a converse to Proposition 7.3.4(b).

Proposition 7.3.9. Let L D K.a1; : : : ; an/, where the ai are algebraic
over K.

(a) Then L is a finite extension of K, and, therefore, algebraic.
(b) L D KŒa1; : : : ; an�, the set of polynomials in the ai with coeffi-

cients in K.

Proof. Let K0 D K, and Ki D K.a1; : : : ; ai /, for 1 � i � n. Consider
the tower of extensions:

K � K1 � � � � � Kn�1 � L:

We have KiC1 D Ki .aiC1/, where aiC1 is algebraic over K, hence al-
gebraic over Ki . By Proposition 7.3.6, dimKi

.KiC1/ is the degree of the
minimal polynomial for aiC1 over Ki , and moreover KiC1 D Ki ŒaiC1�.

It follows by induction that Ki D KŒa1; : : : ; ai � for all i , and, in par-
ticular, L D KŒa1; : : : ; an�. Moreover,

dimK.L/ D dimK.K1/ dimK1
.K2/ � � � dimKn�1

.L/ < 1:

By Proposition 7.3.4, L is algebraic over K. n

Combining Propositions 7.3.4 and 7.3.9, we have the following propo-
sition.

Proposition 7.3.10. A field extension K � L is finite if, and only if,
it is generated by finitely many algebraic elements. Furthermore, if
L D K.a1; : : : ; an/, where the ai are algebraic over K, then L consists
of polynomials in the ai with coefficients in K.

Corollary 7.3.11. Let K � L be a field extension. The set of elements of
L that are algebraic over K form a subfield of L. In particular, the set
of algebraic numbers (complex numbers that are algebraic over Q) is a
countable field.
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Proof. Let A denote the set of elements of L that are algebraic over K. It
suffices to show that A is closed under the field operations; that is, for all
a; b 2 A, the elements a C b, ab, �a, and b�1 (when b ¤ 0) also are
elements of A. For this, it certainly suffices that K.a; b/ � A. But this
follows from Proposition 7.3.9.

We have already observed that the set of algebraic numbers is count-
able, so this set is a countable field. n

Exercises 7.3

7.3.1. Show that if K � L are fields, then the identity of K is also the
identity of L. Conclude that L is a vector space over K.

7.3.2. Fill in the details of the proof of 7.3.1 to show that f�i�j g spansM
over K.

7.3.3. If K � L is a finite field extension, then there exist finitely many
elements a1; : : : ; an 2 L such that L D K.a1; : : : ; an/: Give a different
proof of this assertion as follows: If the assertion is false, show that there
exists an infinite sequence a1; a2; : : : of elements of L such that

K �
¤

K.a1/ �
¤

K.a1; a2/ �
¤

K.a1; a2; a3/ �
¤

: : : :

Show that this contradicts the finiteness of dimK.L/.

7.3.4. Suppose dimK.L/ < 1. Show that there exists a natural number n
such that

n � log2.dimK.L//C 1

and there exist a1; : : : ; an 2 L such that L D K.a1; : : : ; an/.

7.3.5. Show that R is not a finite extension of Q.

7.3.6.
(a) Show that the polynomial

p.x/ D
x5 � 1

x � 1
D x4 C x3 C x2 C x C 1

is irreducible over Q.
(b) According to Proposition 7.3.6 , QŒ�� D fa�3Cb�2C c�2Cd W

a; b; c; d 2 Qg Š QŒx�=.p.x//; and QŒ�� is a field. Compute
the inverse of �2C1 as a polynomial in �. Hint: Obtain a system
of linear equations for the coefficients of the polynomial.

7.3.7. Let � D e2�i=5.
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(a) Find the minimal polynomials for cos.2�=5/ and sin.2�=5/ over
Q.

(b) Find the minimal polynomial for � over Q.cos.2�=5//.

7.3.8. Show that the splitting field E of x3 � 2 has dimension 6 over Q.
Refer to Exercise 7.2.8.

7.3.9. If ˛ is a fifth root of 2 and ˇ is a seventh root of 3, what is the
dimension of Q.˛; ˇ/ over Q?

7.3.10. Find dimQ Q.˛; ˇ/, where
(a) ˛3 D 2 and ˇ2 D 2

(b) ˛3 D 2 and ˇ2 D 3

7.3.11. Show that f .x/ D x4 C x3 C x2 C 1 is irreducible in QŒx�. For
p.x/ 2 QŒx�, let p.x/ denote the image of p.x/ in the fieldQŒx�=.f .x//.
Compute the inverse of .x2 C 1/.

7.3.12. Show that f .x/ D x3C6x2�12xC3 is irreducible over Q. Let �
be a real root of f .x/, which exists due to the intermediate value theorem.
Q.�/ consists of elements of the form a0 C a1� C a2�

2. Explain how to
compute the product in this field and find the product .7C2�C�2/.1C�2/.
Find the inverse of .7C 2� C �2/.

7.3.13. Show that f .x/ D x5C4x2�2xC2 is irreducible over Q. Let �
be a real root of f .x/, which exists due to the intermediate value theorem.
Q.�/ consists of elements of the form a0 C a1� C a2�

2 C a3�
3 C a4�

4.
Explain how to compute the product in this field and find the product .7C

2� C �3/.1C �4/. Find the inverse of .7C 2� C �3/.

7.3.14. Let K � L be a field extension. Suppose a1; a2, and a3 are ele-
ments of L that are algebraic overK. Show that a1a2a3 and a1a2 C a2a3
are algebraic over K.

7.4. Splitting Field of a Cubic Polynomial
In Section 7.2, we considered a field K contained in the complex numbers
C and a cubic polynomial f .x/ D x3 C px C q 2 KŒx�. We obtained
explicit expressions involving extraction of square and cube roots for the
three roots ˛1; ˛2; ˛3 of f .x/ in C, and we were beginning to study the
splitting field extension E D K.˛1; a2; a3/.

If f .x/ factors in KŒx�, then either all the roots are in K or exactly
one of them (say ˛3) is in K and the other two are roots of an irreducible
quadratic polynomial inKŒx�. In this case, E D K.˛1/ is a field extension
of dimension 2 over K.

Henceforth, we assume that f .x/ is irreducible in KŒx�. Let us first
notice that the roots of f .x/ are necessarily distinct (Exercise 7.4.1).
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If ˛1 denotes one of the roots, we know that K.˛1/ Š KŒx�=.f .x//

is a field extension of dimension 3 D deg.f / over K. Since we have K �

K.˛1/ � E, it follows from the multiplicativity of dimension (Proposition
7.3.1) that 3 divides the dimension of E over K.

Recall the element ı D .˛1 � ˛2/.˛1 � ˛3/.˛2 � ˛3/ 2 E; since
ı2 D �4p3 � 27q2 2 K, either ı 2 K or K.ı/ is an extension field of
dimension 2 over K. In the latter case, since K � K.ı/ � E, it follows
that 2 also divides dimK.E/.

We will show that there are only two possibilities:
1. ı 2 K and dimK.E/ D 3, or
2. ı 62 K and dimK.E/ D 6.

We’re going to do some algebraic tricks to solve for ˛2 in terms of ˛1
and ı. The identity

P
i ˛i D 0 gives:

˛3 D �˛1 � ˛2: (7.4.1)

Eliminating ˛3 in
P
i<j ˛i j̨ D p gives

˛22 D �˛21 � ˛1˛2 � p: (7.4.2)

Since f .˛i / D 0, we have

˛3i D �p˛i � q .i D 1; 2/: (7.4.3)

In the Exercises, you are asked to show that

˛2 D
ı C 2 ˛1 p C 3 q

2
�
3 ˛12 C p

� : (7.4.4)

Proposition 7.4.1. Let K be a subfield of C, let f .x/ D x3 C px C q 2

KŒx� an irreducible cubic polynomial, and let E denote the splitting field
of f .x/ in C. Let ı D .˛1 � ˛2/.˛1 � ˛3/.˛2 � ˛3/, where ˛i are the
roots of f .x/. If ı 2 K, then dimK.E/ D 3. Otherwise, dimK.E/ D 6.

Proof. Suppose that ı 2 K. Then Equation (7.4.4) shows that ˛2 and,
therefore, also ˛3 is contained in K.˛1/. Thus E D K.˛1; ˛2; ˛3/ D

K.˛1/, and E has dimension 3 over K.
On the other hand, if ı 62 K, then we have seen that dimK.E/ is

divisible by both 2 and 3, so dimK.E/ � 6. Consider the field extension
K.ı/ � E. If f .x/ were not irreducible in K.ı/Œx�, then we would have
dimK.ı/.E/ � 2, so

dimK.E/ D dimK.K.ı// dimK.ı/.E/ � 4;

a contradiction. So f .x/ must remain irreducible in K.ı/Œx�. But then it
follows from the previous paragraph (replacingK byK.ı/) that dimK.ı/.E/ D

3. Therefore, dimK.E/ D 6. n
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The structure of the splitting field can be better understood if we con-
sider the possible intermediate fields between K and E, and introduce
symmetry into the picture as well.

Proposition 7.4.2. Let K be a field, let f .x/ 2 KŒx� be irreducible, and
suppose ˛ and ˇ are two roots of f .x/ in some extension field L. Then
there is an isomorphism of fields � W K.˛/ ! K.ˇ/ such that �.k/ D k

for all k 2 K and �.˛/ D ˇ.

Proof. According to Proposition 7.3.6, there is an isomorphism

�˛ W KŒx�=.f .x// ! K.˛/

that takes Œx� to ˛ and fixes each element ofK. So the desired isomorphism
K.˛/ Š K.ˇ/ is �ˇ ı ��1

˛ . n

Applying this result to the cubic equation, we obtain the following:
For any two roots ˛i and j̨ of the irreducible cubic polynomial f .x/,
there is an isomorphism K.˛i / Š K. j̨ / that fixes each element of K and
takes ˛i to j̨ .

Now, suppose that ı 2 K, so dimK.E/ D 3. Then E D K.˛i / for
each i , so for any two roots ˛i and j̨ of f .x/ there is an automorphism
of E (i.e., an isomorphism of E onto itself) that fixes each element of K
and takes ˛i to j̨ . Let us consider an automorphism � of E that fixes
K pointwise and maps ˛1 to ˛2. What is �.˛2/? The following general
observation shows that �.˛2/ is also a root of f .x/. Surely, �.˛2/ ¤ ˛2,
so �.˛2/ 2 f˛1; ˛3g. We are going to show that necessarily �.˛2/ D ˛3
and �.˛3/ D ˛1.

Proposition 7.4.3. Suppose K � L is any field extension, f .x/ 2 KŒx�,
and ˇ is a root of f .x/ in L. If � is an automorphism of L that leaves F
fixed pointwise, then �.ˇ/ is also a root of f .x/.

Proof. If f .x/ D
P
fix

i , then
P
fi�.ˇ/

i D �.
P
fiˇ

i / D �.0/ D

0: n

The set of all automorphisms of a field L, denoted Aut.L/, is a group.
If F � L is a subfield, an automorphism ofL that leaves F fixed pointwise
is called a F –automorphism of L. The set of F -
automorphisms of L, denoted AutF .L/, is a subgroup of Aut.L/ (Exer-
cise 7.4.4).

Return to the irreducible cubic f .x/ 2 KŒx�, and suppose that ı 2 K

so that the splitting field E has dimension 3 overK. We have seen that the
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group AutK.E/ acts as permutations of the roots of f .x/, and the action is
transitive; that is, for any two roots ˛i and j̨ , there is a � 2 AutK.E/ such
that �.˛i / D j̨ . However, not every permutation of the roots can arise as
the restriction of aK–automorphism of E. In fact, any odd permutation of
the roots would map ı D .˛1 � ˛2/.˛1 � ˛3/.˛2 � ˛3/ to �ı, so cannot
arise from a K–automorphism of E. The group of permutations of the
roots induced by AutK.E/ is a transitive subgroup of even permutations,
so must coincide with A3. We have proved the following:

Proposition 7.4.4. If K is a subfield of C, f .x/ 2 KŒx� is an irreducible
cubic polynomial, E is the splitting field of f .x/ in C, and dimK.E/ D 3,
then AutK.E/ Š A3 Š Z3.

In particular, we have the answer to the question posed previously: In
the case that ı 2 K, if � is aK–automorphism of the splitting fieldE such
that �.˛1/ D ˛2, then necessarily, �.˛2/ D ˛3 and �.˛3/ D ˛1.

Now, consider the case that ı 62 K. Consider any of the roots of f .x/,
say ˛1. In K.˛1/Œx�, f .x/ factors as .x � ˛1/.x

2 C ˛1x � q=˛1/, and
p.x/ D x2 C ˛1x � q=˛1 is irreducible in K.˛1/Œx�. Now, E is obtained
by adjoining a root of p.x/ to K.˛1/, E D K.˛1/.˛2/, so by Proposition
7.4.2, there is an automorphism of E that fixes K.˛1/ pointwise and that
interchanges ˛2 and ˛3. Similarly, for any j , AutK.E/ contains an au-
tomorphism that fixes j̨ and interchanges the other two roots. It follows
that AutK.E/ Š S3.

Proposition 7.4.5. If K is a subfield of C, f .x/ 2 KŒx� is an irreducible
cubic polynomial, E is the splitting field of f .x/ in C, and dimK.E/ D 6,
then AutK.E/ Š S3. Every permutation of the three roots of f .x/ is the
restriction of a K–automorphism of E.

The rest of this section will be devoted to working out the Galois
correspondence between subgroups of AutK.E/ and intermediate fields
K � M � E. In the general theory of field extensions, it is crucial to
obtain bounds relating the size of the groups AutM .E/ and the dimensions
dimM .E/. But for the cubic polynomial, these bounds can be bypassed by
ad hoc arguments. I have done this in order to reconstruct something that
Galois would have known before he constructed a general theory; Galois
would certainly have been intimately familiar with the cubic polynomial
as well as with the quartic polynomial before coming to terms with the
general case.
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Let us assume that E � K is the splitting field of an irreducible
cubic polynomial in KŒx�. For each subgroup H of AutK.E/, consider
Fix.H/ D fa 2 E W �.a/ D a for all � 2 H g.

Proposition 7.4.6. LetE � K be the splitting field of an irreducible cubic
polynomial in KŒx�.

(a) For each subgroup H of AutK.E/, K � Fix.H/ � E is a field.
(b) Fix.AutK.E// D K.

Proof. We leave part (a) as an exercise.
For part (b), let K D Fix.AutK.E//. We have K �

¤

E, since E

admits nontrivial K–automorphisms. In case dimK.E/ D 3, it follows
that K D K, as there are no fields strictly intermediate between K and E.

Suppose now that dimK.E/ D 6. Let f .x/ D x3 C px C q 2

KŒx� be an irreducible cubic polynomial with splitting field E. Let ı D

.˛1 � ˛2/.˛1 � ˛3/.˛2 � ˛3/, where ˛i are the roots of f .x/. By Propo-
sition 7.4.5, AutK.E/ Š S3, acting as permutations of the three roots of
f in E; in particular, neither ı nor any of the ˛i is fixed by AutK.E/ (i.e.,
ı ¤ K and ˛i ¤ K).

Consider f as an element of KŒx�. If f is reducible in KŒx�, then it
has a linear factor, which means that one of the roots of f in E is an ele-
ment of K, contradicting the observation at the end of the previous para-
graph. Therefore, f remains irreducible as an element of KŒx�. Now by
Proposition 7.4.1, with K in place of K, dimK.E/ D 6 since ı ¤ K. It
follows that K D K.

n

In case dimK.E/ D 3, there are no proper intermediate fields between
K and E because of multiplicativity of dimensions, and there are no non-
trivial proper subgroups of AutK.E/ Š Z3. We have Fix.AutE .E// D

Fix.feg/ D E, and Fix.AutK.E// D K, by the previous proposition.
Hence for all fields M such that K � M � E, we have Fix.AutM .E// D

M .
Let us now consider the case dimK.E/ D 6. We want to show in

this case as well that for all fields M such that K � M � E, we have
Fix.AutM .E// D M .

Recall that the subgroups of AutK.E/ Š S3 are

� S3 itself,
� the three copies of S2, Hi D f� 2 S3 W �.i/ D ig,
� the cyclic group A3, and
� the trivial subgroup feg.
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Now, suppose K � M � E is some intermediate field. Let

H D AutM .E/ � AutK.E/ Š S3:

Then H must be one of the subgroups just listed. Put M D Fix.H/; then
M � M . I want to show that M D M (and that M must be one of the
“known” intermediate fields.) The first step is the following proposition:

Proposition 7.4.7. If K � M �
¤

E, then AutM .E/ ¤ feg.

Proof. It is no loss of generality to assume K ¤ M . Because dimM .E/
divides dimK.E/ D 6, it follows that dimM .E/ is either 2 or 3. Let
a 2 E n M . Then E D M.a/; there are no more intermediate fields
because of the multiplicativity of dimension.

Consider the polynomial

g.x/ D

Y
�2AutK.E/

.x � �.a//:

This polynomial has coefficients in E that are invariant under AutK.E/;
because Fix.AutK.E// D K, the coefficients are in K. Now we can re-
gard g.x/ as an element of MŒx�; since g.a/ D 0, g.x/ has an irreducible
factor h.x/ 2 MŒx� such that h.a/ D 0. Because g.x/ splits into lin-
ear factors in EŒx�, so does h.x/. Thus E is a splitting field for h.x/.
Since deg.h/ D dimM .E/ � 2, and since the roots of h.x/ are distinct
by Exercise 7.4.1, h.x/ has at least one root b 2 E other than a and, by
Proposition 7.4.2, there is an M–automorphism of E that takes a to b.
Therefore, AutM .E/ ¤ feg: n

Proposition 7.4.8. Let K � M � E be an intermediate field. Let H D

AutM .E/ and let M D Fix.H/.
(a) If H is one of the Hi , then M D M D K.˛i /.
(b) If H D A3, then M D M D K.ı/.
(c) If H D AutK.E/, then M D M D K.
(d) If H D feg, then M D M D E.

Proof. If H D AutK.E/ Š S3, then M D M D K, by Proposition
7.4.6. If H D feg, then M D M D E, by Proposition 7.4.7. To complete
the proof, it suffices to consider the case that K �

¤

M �
¤

E and feg �
¤

H �
¤

S3. Then we have dimE .M/ 2 f2; 3g, and M � M � E, so either

M D M , or M D E.
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In Exercise 7.4.7, the fixed point subfield is computed for each sub-
group of AutK.E/ Š S3. The result is Fix.Hi / D K.˛i /, Fix.A3/ D

K.ı/ [and, of course, Fix.S3/ D K and Fix.feg/ D E].
Consequently, if H D Hi , then M D K.˛i / ¤ E, so M D M D

K.˛i /. Similarly, if H D A3, then M D K.ı/ ¤ E, so M D M D

K.ı/. n

We have proved the following:

Theorem 7.4.9. Let K be a subfield of C, let f .x/ 2 KŒx� be an irre-
ducible cubic polynomial, and let E be the splitting field of f .x/ in C.
Then there is a bijection between subgroups of AutK.E/ and intermediate
fields K � M � E. Under the bijection, a subgroup H corresponds to
the intermediate field Fix.H/, and an intermediate fieldM corresponds to
the subgroup AutM .E/.

This is a remarkable result, even for the cubic polynomial. The split-
ting field E is an infinite set. For any subset S � E, we can form the
intermediate field K.S/. It is certainly not evident that there are at most
six possibilities for K.S/ and, without introducing symmetries, this fact
would remain obscure.

E D Q. 3
p
2;

p
�3/
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Figure 7.4.1. Intermediate fields for the splitting field of
f .x/ D x3 � 2 over Q.

Example 7.4.10. Consider f .x/ D x3 � 2, which is irreducible over Q.
The three roots of f in C are 3

p
2, ! 3

p
2, and !2 3

p
2, where ! D �1=2C

p
�3=2 is a primitive cube root of 1. Let E denote the splitting field of
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f in C. The discriminant of f is ı2 D �108, which has square root
ı D 6

p
�3. It follows that the Galois group G D AutQ.E/ is of order 6,

and dimQ.E/ D 6. Each of the fields Q.˛/, where ˛ is one of the roots of
f , is a cubic extension of Q, and is the fixed field of the order 2 subgroup
of G that exchanges the other two roots. The only other intermediate field
between Q and E is Q.ı/ D Q.!/ D Q.

p
�3/, which is the fixed field

of the alternating group A3 Š Z3. A diagram of intermediate fields, with
the dimensions of the field extensions indicated is shown as Figure 7.4.1.

Exercises 7.4

7.4.1. Let K � C be a field.
(a) Suppose f .x/ 2 KŒx� is an irreducible quadratic polynomial.

Show that the two roots of f .x/ in C are distinct.
(b) Suppose f .x/ 2 KŒx� is an irreducible cubic polynomial. Show

that the three roots of f .x/ in C are distinct. Hint: We can
assume without loss of generality that f .x/ D x3 C px C q has
no quadratic term. If f has a double root ˛1 D ˛2 D ˛, then the
third root is ˛3 D �2˛. Now, observe that the relationX

i<j

˛i j̨ D p

shows that ˛ satisfies a quadratic polynomial over K.

7.4.2. Expand the expression ı D .˛1�˛2/.˛1�˛3/.˛2�˛3/, and reduce
the result using Equations (7.4.1) through (7.4.3) to eliminate ˛3 and to
reduce higher powers of ˛1 and ˛2. Show that ı D 6˛21˛2 � 2˛1p C

2˛2p � 3q. Solve for ˛2 to get

˛2 D
ı C 2 ˛1 p C 3 q

2
�
3 ˛12 C p

� :
Explain why the denominator in this expression is not zero.

7.4.3. (a) Confirm the details of Example 7.4.10.
(b) Consider the irreducible polynomial x3 � 3xC 1 in QŒx�. Show

that the dimension over Q of the splitting field is 3. Conclude
that there are no fields intermediate between Q and the splitting
field.

7.4.4. If F � L is a field extension, show that AutF .L/ is a subgroup of
Aut.L/.

7.4.5. SupposeF � L is any field extension, f .x/ 2 F Œx�, and ˇ1; : : : ; ˇr
are the distinct roots of f .x/ in L. Prove the following statements.
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(a) If � is an automorphism of L that leaves F fixed pointwise, then
�jfˇ1;:::;ˇr g is a permutation of fˇ1; : : : ; ˇrg.

(b) � 7! �jfˇ1;:::;ˇr g is a homomorphism of AutF .L/ into the group
of permutations Sym.fˇ1; : : : ; ˇrg/.

(c) If L is a splitting field of f .x/, L D K.ˇ1; : : : ; ˇr/, then the
homomorphism � 7! �jfˇ1;:::;ˇr g is injective.

7.4.6. Let f .x/ 2 KŒx� be an irreducible cubic polynomial, with splitting
field E. Let H be a subgroup of AutK.E/. Show that Fix.H/ is a field
intermediate between K and E.

In the following two exercises, suppose K � E be the splitting field
of an irreducible cubic polynomial in KŒx� and that dimK.E/ D 6.

7.4.7. This exercise determines Fix.H/ for each subgroupH of AutK.E/ Š

S3. Evidently, Fix.feg/ D E, and Fix.S3/ D K by Proposition 7.4.6.
(a) Observe that E �

¤

Fix.Hi / � K.˛i /: Conclude Fix.Hi / D

K.˛i /.
(b) Show similarly that Fix.A3/ D K.ı/.

7.4.8. This exercise determines AutM .E/ for each “known” intermediate
field K � M � E. It is trivial that AutE .E/ D feg, and AutK.E/ Š S3
is known.

(a) Show that if M is any of the fields K.˛i /, then AutM .E/ D Hi .
(b) Show that if M is K.ı/, then AutM .E/ D A3. Hint: Replace K

by K.ı/, and use the case ı 2 K, which is already finished.
(c) Conclude from this exercise and the previous one that the equal-

ity Fix.AutM .E// D M holds for all the “known” intermediate
fields K � M � E.

7.4.9. Let f .x/ be an irreducible cubic polynomial over a subfield K of
C. Let ˛1, ˛2, ˛3 denote the three roots of f in C and let E denote
the splitting field E D K.˛1; ˛2; ˛3/. Let ı denote the square root of
the discriminant of f , and suppose that ı 62 K. Show that the lattice of
intermediate fields between K and E is as shown in Figure 7.4.2.

7.4.10. For each of the following polynomials over Q, find the splitting
field E and all fields intermediate between Q and E.

(a) x3 C x2 C x C 1

(b) x3 � 3x2 C 3

(c) x3 � 3

7.5. Splitting Fields of Polynomials in CŒx�

Our goal in this section will be to state a generalization of Theorem 7.4.9
for arbitrary polynomials inKŒx� forK a subfield of C and to sketch some
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Figure 7.4.2. Intermediate fields for a splitting field with Ga-
lois group S3.

ideas involved in the proof. This material will be treated systematically and
in a more general context in the next chapter.

Let K be any subfield of C, and let f .x/ 2 KŒx�. According to
Gauss’s fundamental theorem of algebra, f .x/ factors into linear factors
in CŒx�. The smallest subfield of C that contains all the roots of f .x/
in C is called the splitting field of f .x/. As for the cubic polynomial,
in order to understand the structure of the splitting field, it is useful to
introduce its symmetries over K. An automorphism of E is said to be a
K-automorphism if it fixes every point ofK. The set ofK–automorphisms
forms a group (Exercise 7.4.4).

Here is the statement of the main theorem concerning subfields of a
splitting field and the symmetries of a splitting field:

Theorem 7.5.1. Suppose K is a subfield of C, f .x/ 2 KŒx�, and E is the
splitting field of f .x/ in C.

(a) dimK.E/ D jAutK.E/j.
(b) The map M 7! AutM .E/ is a bijection between the set of in-

termediate fields K � M � E and the set of subgroups of
AutK.E/. The inverse map is H 7! Fix.H/. In particular, there
are only finitely many intermediate fields between K and E.

This theorem asserts, in particular, that for any intermediate fieldK �

M � E, there are sufficiently many M–automorphisms of E so that
Fix.AutM .E// D M . So the first task in proving the theorem is to see
that there is an abundance of M–automorphisms of E. We will maintain
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the notation: K is a subfield of C, f .x/ 2 KŒx�, and E is the splitting
field of f .x/ in C.

Proposition 7.5.2. Suppose p.x/ 2 KŒx� is an irreducible factor of f .x/
and ˛ and ˛0 are two roots of p.x/ in E. Then there is a � 2 AutK.E/
such that �.˛/ D ˛0.

Sketch of proof. By Proposition 7.4.2, there is an isomorphism � W K.˛/ !

K.˛0/ that fixes K pointwise and sends ˛ to ˛0. Using an inductive argu-
ment based on the fact that E is a splitting field and a variation on the
theme of 7.4.2, we show that the isomorphism � can be extended to an
automorphism of E. This gives an automorphism of E taking ˛ to ˛0 and
fixing K pointwise. n

Corollary 7.5.3. AutK.E/ acts faithfully by permutations on the roots of
f .x/ in E. The action is transitive on the roots of each irreducible factor
of f .x/.

Proof. By Exercise 7.4.5, AutK.E/ acts faithfully by permutations on the
roots of f .x/ and, by the previous corollary, this action is transitive on the
roots of each irreducible factor. n

Theorem 7.5.4. Suppose that K � C is a field, f .x/ 2 KŒx�, and E is
the splitting field of f .x/ in C. Then Fix.AutK.E// D K.

Sketch of proof. We have a priori that K � Fix.AutK.E//. We must
show that if a 2 L nK, then there is an automorphism of E that leaves K
fixed pointwise but does not fix a. n

Corollary 7.5.5. If K � M � E is any intermediate field, then
Fix.AutM .E// D M .

Proof. E is also the splitting field of f over M , so the previous result
applies with K replaced by M . n

Now, we consider a converse:
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Proposition 7.5.6. Suppose K � E � C are fields, dimK.E/ is finite,
and Fix.AutK.E// D K.

(a) For any ˇ 2 E, ˇ is algebraic over K, and the minimal polyno-
mial for ˇ over K splits in EŒx�.

(b) For ˇ 2 E, let ˇ D ˇ1; : : : ; ˇr be a list of the distinct elements
of f�.ˇ/ W � 2 AutK.E/g. Then .x � ˇ1/.: : : /.x � ˇr/ is the
minimal polynomial for ˇ over K.

(c) E is the splitting field of a polynomial in KŒx�.

Proof. Since dimK.E/ is finite, E is algebraic over K.
Let ˇ 2 E, and let p.x/ denote the minimal polynomial of ˇ over K.

Let ˇ D ˇ1; : : : ; ˇr be the distinct elements of f�.ˇ/ W � 2 AutK.E/g.
Define g.x/ D .x�ˇ1/.: : : /.x�ˇr/ 2 EŒx�. Every � 2 AutK.E/ leaves
g.x/ invariant, so the coefficients of g.x/ lie in
Fix.AutK.E// D K. Since ˇ is a root of g.x/, it follows that p.x/ di-
vides g.x/. On the other hand, every root of g.x/ is of the form �.ˇ/

for � 2 AutK.E/ and, therefore, is also a root of p.x/. Since the roots
of g.x/ are simple (i.e., each root ˛ occurs only once in the factorization
g.x/ D

Q
.x�˛/), it follows that g.x/ divides p.x/. Hence p.x/ D g.x/.

In particular, p.x/ splits into linear factors over E. This proves parts (a)
and (b).

SinceE is finite–dimensional overK, it is generated overK by finitely
many algebraic elements ˛1; : : : ; ˛s . It follows from part (a) that E is the
splitting field of f D f1f2 � � � fs , where fi is the minimal polynomial of
˛i over K. n

Definition 7.5.7. A finite–dimensional field extensionK � E � C is said
to be Galois if Fix.AutK.E// D K.

With this terminology, the previous results say the following:

Theorem 7.5.8. For fields K � E � C, with dimK.E/ finite, the follow-
ing are equivalent:

(a) The extension E is Galois over K.
(b) For all ˛ 2 E, the minimal polynomial of ˛ over K splits into

linear factors over E.
(c) E is the splitting field of a polynomial in KŒx�.
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Corollary 7.5.9. IfK � E � C andE is Galois overK, thenE is Galois
over every intermediate field K � M � E.

Thus far we have sketched “half” of Theorem 7.5.1, namely, the map
from intermediate fields M to subgroups of AutK.E/, M 7! AutM .E/,
is injective, since M D Fix.AutM .E//. It remains to show that this map
is surjective. The key to this result is the equality of the order of subgroup
with the dimension ofE over its fixed field: IfH is a subgroup of AutK.E/
and F D Fix.H/, then

dimF .E/ D jH j: (7.5.1)

The details of the proof of the equality (7.5.1) will be given in Section 9.5,
in a more general setting.

Now, consider a subgroup H of AutK.E/, let F be its fixed field, and
let H be AutF .E/. Then we have H � H , and

Fix.H/ D Fix.AutF .E// D F D Fix.H/:

By the equality (7.5.1) jH j D dimF .E/ D jH j, so H D H . This shows
that the map M 7! AutM .E/ has as its range all subgroups of AutK.E/.
This completes the sketch of the proof of Theorem 7.5.1, which is known
as the fundamental theorem of Galois theory.

Example 7.5.10. The field E D Q.
p
2;

p
3/ is the splitting field of the

polynomial f .x/ D .x2 � 2/.x2 � 3/, whose roots are ˙
p
2;˙

p
3. The

Galois groupG D AutQ.E/ is isomorphic to Z2�Z2; G D fe; ˛; ˇ; ˛ˇg,
where ˛ sends

p
2 to its opposite and fixes

p
3, and ˇ sends

p
3 to its op-

posite and fixes
p
2. The subgroups of G are three copies of Z2 generated

by ˛, ˇ, and ˛ˇ. Therefore, there are also exactly three intermediate fields
between Q and E, which are the fixed fields of ˛, ˇ, and ˛ˇ. The fixed
field of ˛ is Q.

p
3/, the fixed field of ˇ is Q.

p
2/, and the fixed field of

˛ˇ is Q.
p
6/. Figure 7.5.1 shows the lattice of intermediate fields, with

the dimensions of the extensions indicated.

There is a second part of the fundamental theorem, which describes
the special role of normal subgroups of AutK.E/.

Theorem 7.5.11. Suppose K is a subfield of C, f .x/ 2 KŒx�, and E
is the splitting field of f .x/ in C. A subgroup N of AutK.E/ is nor-
mal if, and only if, its fixed field Fix.N / is Galois over K. In this case,
AutK.Fix.N // Š AutK.E/=N .
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Figure 7.5.1. Lattice of intermediate fields for Q � Q.
p
2;

p
3/.

This result is also proved in a more general setting in Section 9.5.

Example 7.5.12. In Example 7.5.10, all the field extensions are Galois,
since the Galois group is abelian.

Example 7.5.13. In Example 7.4.10, the subfield Q.ı/ is Galois; it is the
splitting field of a quadratic polynomial, and the fixed field of the normal
subgroup A3 of the Galois group S3.

Example 7.5.14. Consider f .x/ D x4 � 2, which is irreducible over Q
by the Eisenstein criterion. The roots of f in C are ˙

4
p
2;˙i

4
p
2. Let E

denote the splitting field of f in C; evidently, E D Q. 4
p
2; i/.

The intermediate field Q. 4
p
2/ is of degree 4 over Q andE D Q. 4

p
2; i/

is of degree 2 over Q. 4
p
2/, so E is of degree 8 over Q, using Proposition

7.3.1. Therefore, it follows from the equality of dimensions in the Galois
correspondence that the Galois group G D AutQ.E/ is of order 8.

SinceE is generated as a field over Q by 4
p
2 and i , a Q–automorphism

of E is determined by its action on these two elements. Furthermore, for
any automorphism � of E over Q, �. 4

p
2/ must be one of the roots of f ,

and �.i/must be one of the roots of x2C1, namely, ˙i . There are exactly
eight possibilities for the images of 4

p
2 and i , namely,

4
p
2 7! ir

4
p
2 .0 � r � 3/; i 7! ˙i:

As the size of the Galois group is also 8, each of these assignments must
determine an element of the Galois group.

In particular, we single out two Q–automorphisms of E:

� W
4
p
2 7! i

4
p
2; i 7! i;
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and
� W

4
p
2 7!

4
p
2; i 7! �i:

The automorphism � is complex conjugation restricted to E.
Evidently, � is of order 4, and � is of order 2. Furthermore, we can

compute that ��� D ��1. It follows that the Galois group is generated
by � and � and is isomorphic to the dihedral group D4. You are asked to
check this in the Exercises.

We identify the Galois group D4 as a subgroup of S4, acting on the
roots ˛r D ir�1 4

p
2, 1 � r � 4. With this identification, � D .1234/ and

� D .24/.
D4 has 10 subgroups (includingD4 and feg). The lattice of subgroups

is show in Figure 7.5.2; all of the inclusions in this diagram are of index 2.

D4

�
�

�
�� @

@
@

@@
V 0 Z4 D h�i V

�
�

�
�� @

@
@

@@ �
�

�
�� @

@
@

@@
h�i D h.24/i h.13/i h.13/.24/i h.12/.34/i h.14/.23/i

H
HHH

HHH
HHH

@
@

@
@@ �

�
�

��

���
���

����

feg

Figure 7.5.2. Lattice of subgroups of D4.

Here V denotes the group

V D fe; .12/.34/; .13/.24/; .14/.23/g;

and V 0 the group

V 0
D fe; .24/; .13/; .13/.24/ D �2g:

By the Galois correspondence, there are ten intermediate fields be-
tween Q and E, including the the ground field and the splitting field. Each
intermediate field is the fixed field of a subgroup of G. The three sub-
groups of D4 of index 2 (V , V 0, and Z4) are normal, so the corresponding
intermediate fields are Galois over the ground field Q.
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It is possible to determine each fixed field rather explicitly. In order
to do so, we can find one or more elements that are fixed by the subgroup
and that generate a field of the proper dimension. For example, the fixed
field of V is Q.

p
�2/. You are asked in the Exercises to identify all of the

intermediate fields as explicitly as possible.

Finally, I want to mention one more useful result, whose proof is also
deferred to Section 9.5.

Theorem 7.5.15. If K � F � C are fields and dimK.F / is finite, then
there is an ˛ 2 F such that F D K.˛/.

It is rather easy to show that a finite–dimensional field extension is
algebraic; that is, every element in the extension field is algebraic over
the ground field K. Hence the extension field is certainly obtained by
adjoining a finite number of algebraic elements. The tricky part is to show
that if a field is obtained by adjoining two algebraic elements, then it can
also be obtained by adjoining one algebraic element, K.˛; ˇ/ D K.
/

for some 
 . Then it follows by induction that a field obtained by adjoining
finitely many algebraic elements can also be obtained by adjoining a single
algebraic element.

Exercises 7.5

7.5.1. Check the details of Example 7.5.10.

7.5.2. In Example 7.5.14, check that the Q–automorphisms � and � gen-
erate the Galois group, and that the Galois group is isomorphic to D4.

7.5.3. Verify that the diagram of subgroups of D4 in Example 7.5.14 is
correct.

7.5.4. Identify the fixed fields of the subgroups of the Galois group in Ex-
ample 7.5.14. According to the Galois correspondence, these fixed fields
are all the intermediate fields between Q and Q. 4

p
2; i/.

7.5.5. Let p be a prime. Show that the splitting field of xp � 1 over Q
is E D Q.�/ where � is a primitive pth root of unity in C. Show that
dimQ.E/ D p � 1 and that the Galois group is cyclic of order p � 1. For
p D 7, analyze the fields intermediate between Q and E.

7.5.6. Verify that the following field extensions of Q are Galois. Find a
polynomial for which the field is the splitting field. Find the Galois group,
the lattice of subgroups, and the lattice of intermediate fields.
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(a) Q.
p
2;

p
7/

(b) Q.i;
p
7/

(c) Q.
p
2C

p
7/

(d) Q.e2�i=7/
(e) Q.e2�i=6/

7.5.7. The Galois group G and splitting field E of f .x/ D x8 � 2 can be
analyzed in a manner quite similar to Example 7.5.14. The Galois groupG
has order 16 and has a (normal) cyclic subgroup of order 8; however, G is
not the dihedral group D8. Describe the group by generators and relations
(two generators, one relation). Find the lattice of subgroups. G has a
normal subgroup isomorphic to D4; in fact the splitting field E contains
the splitting field of x4 � 2. The subgroups of D4 already account for a
large number of the subgroups of G. Describe as explicitly as possible the
lattice of intermediate fields between Q and the splitting field.

7.5.8. Suppose E is a Galois extension of a field K (both fields assumed,
for now, to be contained in C). Suppose that the Galois group AutK.E/
is abelian, and that an irreducible polynomial f .x/ 2 KŒx� has one root
˛ 2 E. Show thatK.˛/ is then the splitting field of f . Show by examples
that this is not true if the Galois group is not abelian or if the polynomial
f is not irreducible.
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CHAPTER 8

Modules

8.1. The idea of a module
Recall that an action of a group G on a set X is a homomorphism

' W G �! Sym.X/:

Equivalently, one can view an action as a “product” G � X �! X , de-
fined in terms of ' by gx D '.g/.x/, for g 2 G and x 2 X . The
homomorphism property of ' translates into the mixed associative law for
this product:

.g1g2/x D g1.g2x/;

for g1; g2 2 G and x 2 X .
There is an analogous notion of an action of a ring R on an abelian

group M .

Definition 8.1.1. An action of a ring R on an abelian groupM is a homo-
morphism of ' W R �! End.M/.

Given an action ' of R on M , we can define a “product”

R �M �! M

in terms of ' by rm D '.r/.m/ for r 2 R and m 2 M . Then the homo-
morphism property of ' translates into mixed associative and distributive
laws:

.r1r2/m D r1.r2m/ and

.r1 C r2/m D r1mC r2m:

Moreover, '.r/ 2 End.M/ translates into the second distributive law:

r.m1 Cm2/ D rm1 C rm2:

Conversely, given a product R � M �! M satisfying the mixed as-
sociative law and the two distributive laws, for each r 2 R, define the map
'.r/ W M ! M by '.r/.m/ D rm. Then the second distributive law says

345
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346 8. MODULES

that '.r/ 2 End.M/ and the associative law and first distributive law say
that r 7! '.r/ is a ring homomorophism from R to End.M/.

Definition 8.1.2. A module M over a ring R is an abelian group M to-
gether with a product R �M �! M satisfying

.r1r2/m D r1.r2m/;

.r1 C r2/m D r1mC r2m; and

r.m1 Cm2/ D rm1 C rm2:

Definition 8.1.3. If the ring R has identity element 1, an R–module M is
called unital in case 1m D m for all m 2 M .

The discussion above shows that specifying an R–module M is the
same as specifying a homomorphism ' from R into the endomorphism
ring of the abelian group M . In case R has identity element 1, the R–
module M is unital if, and only if, '.1/ D idM , the identity of the ring
End.M/.

Convention: When R has an identity element, we will assume,
unless otherwise specified, that all R modules are unital.

We record some elementary consequences of the module axioms in the
following lemma.

Lemma 8.1.4. LetM be a module over the ring R. then for all r 2 K and
v 2 V ,

(a) 0v D r0 D 0.
(b) r.�v/ D �.rv/ D .�r/v.
(c) If R has a multiplicative identity and M is unital, then .�1/v D

�v.

Proof. This is proved in exactly the same way as the analogous result for
vector spaces, Lemma 3.3.3. n

Example 8.1.5. A unital module over a field K is the same as a K–vector
space.
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Example 8.1.6. Any left idealM in a ring R is a module over R (with the
product R�M �! M being the product in the ring.) In particular, R is a
module over itself.

Example 8.1.7. For any ring R, and any natural number n, the set Rn of
n–tuples of elements ofR is anR–module with component-by-component
addition and multiplication by elements of R.

Example 8.1.8. Any abelian group A is a unital Z–module, with the prod-
uct Z � A �! A given by .n; a/ 7! na D the nth power of a in the
abelian group A.

Example 8.1.9. A vector space V over a field K is a module over the ring
EndK.V /, with the module action given by T v D T .v/ for T 2 EndK.V /
and v 2 V .

Example 8.1.10. Let T be a linear map defined on a vector space V over
a field K. Recall from Example 6.2.9 that there is a unital homomorphism
from KŒx� to EndK.V /

'T .
X
i

˛ix
i / D

X
i

˛iT
i :

This homomorphism makes V into a unital KŒx�–module.
Conversely, suppose V is a unital KŒx�–module, and let ' W KŒx� �!

End.V / be the corresponding homomorphism. Then, V is, in particular,
a unital K–module, thus a K–vector space. For ˛ 2 K and v 2 V , we
have ˛v D '.˛/.v/. Set T D '.x/ 2 End.V /. We have T .˛v/ D

'.x/'.˛/.v/ D '.˛/'.x/.v/ D ˛.T v/ for all ˛ 2 K and v 2 V . Thus T
is actually a linear map. Moreover, we have

'.
X
i

˛ix
i /v D

X
i

˛iT
i .v/;

so the given unital KŒx�–module structure on V is the same as the unital
KŒx�–module structure arising from the linear map T .

What we have called an R–module is also known as a left R–module.
One can define a right R–module similarly.

Definition 8.1.11. A right moduleM over a ring R is an abelian groupM
together with a product M �R �! M satisfying

m.r1r2/ D .mr1/r2;

m.r1 C r2/ D mr1 Cmr2; and

.m1 Cm2/r D m1r Cm2r:
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Example 8.1.12. A right ideal M in a ring R is a right R module.

-

Example 8.1.13. Let R be the ring of n–by–n matrices over a field K.
Then, for any s, the vector spaceM of n–by–s matrices is a leftR module,
with R acting by matrix multiplication on the left. Similarly, the vector
space N of s–by–n matrices is a right R module, with R acting by matrix
multiplication on the right.

Submodules

Definition 8.1.14. Let R be a ring and let M be an R–module. An R–
submodule of M is an abelian subgroup W such that for all r 2 R and all
w 2 W , rw 2 W .

Example 8.1.15. LetR act on itself by left multiplication. TheR–submodules
of R are precisely the left ideals of R.

Example 8.1.16. Let V be a vector space overK and let T 2 EndK.V / be
a linear map. Give V the structure of a unital KŒx�–module as in Example
8.1.10. Then the KŒx�–submodules of V are the linear subspaces W of V
which are invariant under T ; i.e., T .w/ 2 W for all w 2 W . For example,
the kernel and range of T are KŒx�–submodules. The reader is asked to
verify these assertions in Exercise 8.1.2.

Proposition 8.1.17. Let M be an R–module.
(a) Let fM˛g be any collection of submodules of M . Then \˛M˛ is

a submodule of M .
(b) Let Mn be an increasing sequence of submodules of M . Then

[nMn is a submodule of M .
(c) Let A and B be two submodules of M . Then AC B D fa C b W

a 2 A and b 2 Bg is a submodule of M .

Proof. Exercise 8.1.5. n

Example 8.1.18. Let M be an R–module and S � M .
(a) Define

RS D fr1s1 C � � � C rnsn W n 2 N; ri 2 R; si 2 Sg:

Then RS is a submodule of M .
(b) Let hSi be the subgroup of M generated by S . Then hSi C RS

is a submodule of M containing S .
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(c) hSi CRS is the smallest submodule of M containing S .
(d) If R has an identity element and M is unital, then S � RS , and

hSi CRS D RS .
The reader is asked to verify these assertions in Exercise 8.1.6.

Definition 8.1.19. RS is called the submodule of M generated by S or
the span of S . If x 2 M , then Rx D Rfxg is called the cyclic submodule
generated by x. If there is a finite set S such that M D RS , we say that
M is finitely generated. If there is an x 2 M such that M D Rx, we say
that M is cyclic.

Remark 8.1.20. EitherRS or hSiCRS have a good claim to be called the
submodule of M generated by S . Fortunately, in the case in which we are
chiefly interested, when R has an identity and M is unital, they coincide.

Homomorphisms

Definition 8.1.21. LetM andN be modules over a ring R. An R–module
homomorphism ' W M �! N is a homomorphism of abelian groups such
that '.rm/ D r'.m/ for all r 2 R and m 2 M . An R–module isomor-
phism is a bijective R–module homomorphism. An R–module endomor-
phism of M is an R–module homomorphism from M to M .

Notation 8.1.22. The set of all R–module homomorphisms from M to N
is denoted by HomR.M;N /. The set of all R–module endomoprhisms of
M is denoted by EndR.M/.

The kernel of an R module homomorphism ' W M �! N is fx 2

M W '.x/ D 0g.

Example 8.1.23. Suppose R is a commutative ring. For any natural num-
ber n, consider Rn as the set of n–by–1 matrices over R (column “vec-
tors”). Let T be a fixed n–by–m matrix over R. Then left multiplication
by T is an R-module homomorphism from Rm to Rn.

Example 8.1.24. Fix a ring R. Let T be a fixed n–by–m matrix with
entries in Z. Then left multiplication by T maps Rm to Rn, and is an
R-module homomorphism even if R is non-commutative.
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Example 8.1.25. Let R be the ring of n–by–n matrices over a field. Let
M be the left R–module of n–by–s matrices over K. Let T be a fixed
s–by–s matrix over K. Then right multiplication by T is an R–module
endomorphism of M .

We will discuss module homomorphisms in detail in the next section.

Direct Sums

Definition 8.1.26. The direct sum of severalR–modulesM1;M2; : : : ;Mn

is the Cartesian product endowed with the operations

.x1; x2; : : : ; xn/C .x0
1; x

0
2; : : : ; x

0
s/ D .x1 C x0

1; x2 C x0
2; : : : ; xn C x0

n/

and
r.x1; x2; : : : ; xn/ D .rx1; rx2; : : : ; rxn/:

The direct sum of M1;M2; : : : ;Mn is denoted M1 ˚M2 ˚ � � � ˚Mn.

In a direct sum of R–modulesM D M1 ˚M2 ˚ � � � ˚Mn, the subsetfM i D f0g ˚ � � � ˚Mi ˚ � � � ˚ f0g

is a submodule isomorphic (as R–modules) to to Mi . The sum of these
submodules is equal to M .

When is an R–module M isomorphic to the direct sum of several R–
submodules A1; A2; : : : ; An? The module M must be isomorphic to the
direct product of the Ai , regarded as abelian groups. In fact, this suffices:

Proposition 8.1.27. Let M be an R–module with submodules A1; : : : As
such that M D A1 C � � � C As . Then the following conditions are equiva-
lent:

(a) .a1; : : : ; as/ 7! a1 C � � � C as is a group isomorphism of
A1 � � � � � As onto M .

(b) .a1; : : : ; as/ 7! a1 C � � � C as is an R–module isomorphism of
A1 ˚ � � � ˚ As onto M .

(c) Each element x 2 M can be expressed as a sum

x D a1 C � � � C as;

with ai 2 Ai for all i , in exactly one way.
(d) If 0 D a1 C � � � C as , with ai 2 Ai for all i , then ai D 0 for all

i .

Proof. The equivalence of (a), (c), and (d) is by Proposition 3.5.1. Clearly
(b) implies (a). On the other hand, the map ' W .a1; : : : ; as/ 7! a1C� � �Cas
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is actually a module homomorphism, because

'.r.a1; : : : ; as// D '..ra1; : : : ; ran// D ra1 C � � � C ras

D r.a1 C � � � as/ D r'..a1; : : : ; as//:

Therefore (a) implies (b). n

Free modules
Let R be a ring with identity element and let M be a (unital) R–

module.
We define linear independence as for vector spaces: a subset S ofM is

linearly independent over R if whenever x1; : : : ; xn are distinct elements
of S and r1; : : : ; rn are elements of R, if

r1x1 C r2x2 C � � � C rnxn D 0;

then ri D 0 for all i .
A basis for M is a linearly independent set S with RS D M . An R

module is said to be free if it has a basis.
Every vector space V over a field K is free as a K–module. (We have

shown this for finite dimensional vector spaces, i.e., finitely generated K–
modules.) Modules over other rings need not be free. For example, any
finite abelian group G is a Z–module, but no non-empty subset of G is
linearly independent; in fact, if n is the order of G, and x 2 G, then
nx D 0, so fxg is linearly dependent.

The R–module Rn is free with the basis f Oe1; : : : ; Oeng, where Oej is the
sequence with j–entry equal to 1 and all other entries equal to 0. We call
this the standard basis of Rn.

Proposition 8.1.28. LetM be an R–module and let x1; : : : ; xn be distinct
nonzero elements of M . The following conditions are equivalent:

(a) The set B D fx1; : : : ; xng is a basis of M .
(b) The map

.r1; : : : ; rn/ 7! r1x1 C r2x2 C � � � C rnxn

is an R–module isomorphism from Rn to M .
(c) For each i , the map r 7! rxi is injective, and

M D Rx1 ˚Rx2 ˚ � � � ˚Rxn:

Proof. It is easy to see that the map in (b) is anR–module homomorphism.
The set B is linearly independent if, and only if, the map is injective, and
B generates M if, and only if the map is surjective. This shows the equiv-
alence of (a) and (b). We leave it as an exercise to show that (a) and (c) are
equivalent. n
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Lemma 8.1.29. Let R be any ring with multiplicative identity, and let M
be a free R–module. Any basis of M is a minimal generatiing set.

Proof. Suppose B is a basis of M and that B0 is a proper subset of B Let
b 2 B n B0. If b were contained in RB0, then b could be expressed as a
R–linear combination of elements of B0, contradicting the linear indepen-
dence of B . Therefore b 62 RB0, and B0 does not generate M . n

Lemma 8.1.30. Let R be any ring with multiplicative identity. Any basis
of a finitely generated free R–module is finite.

Proof. Suppose that M is an R–module with a (possibly infinite) basis B
and a finite generating set S . Each element of S is a linear combination of
finitely many elements of B . Since S is finite, it is contained in the span
of a finite subset B0 of B . But then M D span.S/ � span.span.B0// D

span.B0/. So B0 spans M . By the previous lemma, B D B0. n

Exercises 8.1
In the following, R always denotes a ring and M an R–module.

8.1.1. Prove Lemma 8.1.4.

8.1.2. Prove the assertions made in Example 8.1.16.

8.1.3. Let I be a left ideal of R and define

IM D fr1x1 C � � � C rkxk W k � 1; ri 2 I; xi 2 M g:

Show that IM is a submodule of M .

8.1.4. Let N be a submodule of M . Define the annihilator of N in R by

ann.N / D fr 2 R W rx D 0 for all x 2 N g:

Show that ann.N / is a (two-sided) ideal of R

8.1.5. Prove Proposition 8.1.17.

8.1.6. Prove the assertions made in Example 8.1.18.

8.1.7. Let V be an n–dimensional vector space over a fieldK, with n > 1.
Show that V is not free as an EndK.V / module.

8.1.8. Let V be an n–dimensional vector space over a field K. Show that
V n (the direct sum of n copies of V ) is a free module over EndK.V /.
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8.1.9. Let V be a finite dimensional vector space V over a field K . Let
T 2 EndK.V /. Give V the corresponding KŒx�–module structure defined
by
P
i ˛ix

iv D
P
i ˛iT

i .v/. Show that V is not free as a KŒx�–module.

8.1.10. Show that conditions (a) and (c) in Proposition 8.1.28 are equiva-
lent.

8.2. Homomorphisms and quotient modules
In this section, we construct quotient modules and develop homomor-

phism theorems for modules, which are analogues of the homomorphism
theorems for groups and rings. Recall that if M and N are R–modules,
then Hom.M;N / denotes the set of R–module homomorphisms from M

to N .

Proposition 8.2.1.
(a) If ' 2 HomR.M;N /, then ker.'/ is a submodule of M and

'.M/ is a submodule of N .
(b) If ' 2 HomR.M;N / and  2 HomR.N; P /, then  ı ' 2

HomR.M;P /.

Proof. Exercise 8.2.1. n

Proposition 8.2.2.
(a) If  ; ' 2 HomR.M;N /, define their sum by .' C  /.m/ D

'.m/C .m/. HomR.M;N / is an abelian group under addition.
(b) EndR.M/ is a ring with addition defined as above and multipli-

cation defined by composition.

Proof. Exercise 8.2.2. n

Let M be an R–module and N an R–submodule. We can form the
quotient M=N as an abelian group and considier the quotient map � W

M �! M=N as a homomorphism of abelian groups. In fact, M=N is an
R–module and the quotient map � is an R–module homomorphism.

Proposition 8.2.3. LetM be anR–module andN anR–submodule. Then
the quotientM=N has the structure of an R–module and the quotient map
� W M �! M=N is a homomorphism of R–modules. If R has identity
and M is unital, then M=N is unital.
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Proof. We attempt to define the product of a ring element r and a coset
mCN by the formula r.mCN/ D rmCN . As usual, when we define an
operation in terms of representatives, we have to check that the operation
is well defined. If m C N D m0 C N , then .m � m0/ 2 N . Hence
rm� rm0 D r.m�m0/ 2 N , since N is a submodule. But this means that
rmCN D rm0 CN , and the operation is well defined.

Once we have checked that the action of R onM=N is well defined, it
is easy to check that the axioms of anR–module are satisfied. For example,
the mixed associative law is verified as follows:

.r1r2/.mCN/ D .r1r2/mCN D r1.r2m/CN

D r1.r2mCN/ D r1.r2.mCN//:

The quotient map � W M �! M=N is a homomorphism of abelian
groups, and the definition of the R action on the quotient group implies
that � is an R–module homomorphism:

�.rm/ D rmCN D r.mCN/ D r�.m/:

The statement regarding unital modules is also immediate from the
definition of the R–module structure on the quotient group. n

Example 8.2.4. If I is a left ideal in R, then R=I is an R–module with
the action r.r1 C I / D rr1 C I .

All of the homomorphism theorems for groups and rings have ana-
logues for modules. Each of the theorems is proved by invoking the analo-
gous theorem for abelian groups and then by checking that the homomor-
phisms respect the R–actions.

Theorem 8.2.5. (Homomorphism theorem for modules). Let ' W M �!

P be a surjective homomorphism of R–modules with kernel N . Let � W

M �! M=N be the quotient homomorphism. There is an R–module
isomorphism Q' W M=N �! P satisfying Q' ı � D '. (See the following
diagram.)

M
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq P

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

∼= Q'

M=N
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Proof. The homomorphism theorem for groups (Theorem 2.7.6) gives us
an isomorphism of abelian groups Q' W M=N ! P satisfying Q' ı � D '.
We have only to verify that Q' also respects the R actions. But this follows
at once from the definition of the R action on M=N :

Q'.r.mCN// D Q'.rmCN/ D '.rm/

D r'.m/ D r Q'.mCN/:

n

Example 8.2.6. Let R be any ring, M any R–module, and x 2 R. Con-
sider the cyclic R–submodule Rx. Then r 7! rx is an R–module homo-
morphism of R onto Rx. The kernel of this map is called the annihilator
of x,

ann.x/ D fr 2 R W rx D 0g:

Note that ann.x/ is a submodule of R, that is a left ideal. By the homo-
morphism theorem, R=ann.x/ Š Rx.

Proposition 8.2.7. (Correspondence Theorem) Let ' W M �! M be an
R–module homomorphism of M onto M , and let N denote its kernel.
Then A 7! '�1.A/ is a bijection between R–submodules of M and R–
submodules of M containing N .

Proof. By Proposition 2.7.12, A 7! '�1.A/ is a bijection between the
subgroups of M and the subgroups of M containing N . It remains to
check that this bijection carries submodules to submodules. This is left as
an exercise. n

Proposition 8.2.8. Let ' W M �! M be a surjective R–module ho-
momorphism with kernel K. Let N be a submodule of M and let N D

'�1.N /. Then m C N 7! '.m/ C N is an isomorphism of M=N onto
M=N . Equivalently, M=N Š .M=K/=.N=K/.

Proof. Exercise 8.2.5. n
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Proposition 8.2.9. (Factorization Theorem) Let ' W M ! M be a sur-
jective homomorphism of R–modules with kernel K. Let N � K be a
submodule , and let � W M ! M=N denote the quotient map. Then there
is a surjective homomorphism Q' W M=N ! M such that Q' ı � D '. (See
the following diagram.) The kernel of Q' is K=N � M=N .

M
' qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq M

�

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq �
�

�
�

�
�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

Q'

M=N

Proof. Exercise 8.2.6. n

Proposition 8.2.10. (Diamond Isomorphism Theorem) Let ' W M �! M

be a surjective homomorphism of R–modules with kernel N . Let A be a
submodule of M . Then

'�1.'.A// D ACN D faC n W a 2 A and n 2 N g:

Moreover, ACN is a submodule of M containing N , and

.ACN/=N Š '.A/ Š A=.A \N/:

Proof. Exercise 8.2.7. n

Exercises 8.2
R denotes a ring and M an R–module.

8.2.1. Prove Proposition 8.2.1.

8.2.2. Prove Proposition 8.2.2.

8.2.3. Let I be an ideal of R. Show that the quotient module M=IM has
the structure of an R=I–module.

8.2.4. Complete the proof of the Correspondence Theorem, Proposition
8.2.7.

8.2.5. Prove Proposition 8.2.8.
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8.2.6. Prove the Factorization Theorem, Proposition 8.2.9.

8.2.7. Prove the Diamond Isomorphism Theorem, Proposition 8.2.10.

8.2.8. Let R be a ring with identity element. LetM be a finitely generated
R–module. Show that there is a freeRmodule F and a submoduleK � F

such that M Š F=K as R–modules.

8.3. Multilinear maps and determinants
Let R be a ring with multiplicative identity element. All R–modules

will be assumed to be unital.

Definition 8.3.1. Suppose that M1;M2; : : : ;Mn and N are modules over
R. A function

' W M1 � � � � �Mn �! N

is multilinear (or R–multilinear) if for each j and for fixed elements xi 2

Mi (i ¤ j ), the map

x 7! '.x1; : : : ; xj�1; x; xjC1; : : : ; xn/

is an R–module homomorphism.

It is easy to check that the set of all multilinear maps

' W M1 � � � � �Mn �! N

is an abelian group under addition; see Exercise 8.3.1.
We will be interested in the special case that all the Mi are equal.

In this case we can consider the behavior of ' under permutation of the
variables.

Definition 8.3.2.
(a) A multilinear function ' W M n �! N is said to be symmetric if

'.x�.1/; : : : ; x�.n// D '.x1; : : : ; xn/

for all x1; : : : ; xn 2 M and all � 2 Sn.
(b) A multilinear function ' W M n �! N is said to be skew–

symmetric if

'.x�.1/; : : : ; x�.n// D �.�/'.x1; : : : ; xn/

for all x1; : : : ; xn 2 M and all � 2 Sn.
(c) A multilinear function ' W M n �! N is said to be alternating if

'.x1; : : : ; xn/ D 0 whenever xi D xj for some i ¤ j .
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Lemma 8.3.3. The symmetric group acts Sn on the set of multilinear func-
tions from M n to N by the formula

�'.x1; : : : ; xn/ D '.x�.1/; : : : ; x�.n//:

The set of symmetric (resp. skew–symmetric, alternating) multilinear func-
tions is invariant under the action of Sn.

Proof. We leave it to the reader to check that �' is multilinear if ' is
multilinear, and also that if ' is symmetric (resp. skew–symmetric, alter-
nating), then �' satisfies the same condition. See Exercise 8.3.2.

To check that Sn acts on ˚n, we have to show that .��/' D �.�'/.
Note that

�.�'/.x1; : : : ; xn/ D .�'/.x�.1/; : : : ; x�.n//:

Now write yi D x�.i/ for each i . Then also y�.j / D x�.�.j // D x��.j /.
Thus,

�.�'/.x1; : : : ; xn/ D .�'/.y1; : : : ; yn/

D '.y�.1/; : : : ; y�.n//

D '.x�.�.1//; : : : ; x�.�.1///

D '.x��.1/ : : : ; x��.n// D .��/'.x1; : : : ; xn/:

n

Note that that a multilinear function is symmetric if, and only if �' D

' for all � 2 Sn and skew–symmetric if, and only if, �' D �.�/' for all
� 2 Sn.

Lemma 8.3.4. An alternating multilinear function ' W M n �! N is
skew–symmetric.

Proof. Fix any pair of indices i < j , and any elements xk 2 M for k
different from i; j . Define �.x; y/ W M 2 �! N by

�.x; y/ D '.x1; : : : ; xi�1; x; xiC1; : : : ; xj�1; y; xjC1; : : : ; xn/

By hypothesis, � isR–bilinear and alternating: �.x; x/ D 0 for all x 2 M .
Therefore,

0 D �.x C y; x C y/ D �.x; x/C �.x; y/C �.y; x/C �.y; y/

D �.x; y/C �.y; x/:

Thus �.x; y/ D ��.y; x/. This shows that

'.x�.1/; : : : ; x�.n// D .�1/'.x1; : : : ; xn/
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when � is the transposition .i; j /. That is, �.'/ D �', when � D .i; j /.
In general, a permutation � can be written as a product of transposi-

tions, � D �1�2 � � � �`. Then

�' D �1.�2.� � � �`.'/ � � � // D .�1/`' D �.�/';

where we have used that Sn acts on the set of multilinear functions and
that � is a homomorphism from Sn to f˙1g. n

Lemma 8.3.5. Let ' W M n �! N be a multilinear function. Then
S.'/ D

P
�2Sn

�' is a symmetric multilinear functional and A.'/ DP
�2Sn

�.�/�' is an alternating multilinear functional.

Proof. For � 2 Sn, we have

�S.'/ D

X
�2Sn

��' D

X
�2Sn

�' D S.'/;

since � 7! �� is a bijection of Sn.
A similar argument shows that A.'/ is skew–symmetric, but we have

to work a little harder to show that A.'/ is alternating.
Let x1; x2; : : : ; xn 2 M , and suppose that xi D xj for some i < j .

The symmetric group Sn is the disjoint union of the alternating group An
and its left coset .i; j /An, where An denotes the group of even permuta-
tions, and .i; j / is the transposition that interchanges i and j , and leaves
all other points fixed. Thus,

A.'/.x1; : : : ; xn/ D

X
�2Sn

�.�/�'.x1; : : : ; xn/

D

X
�2An

.�'.x1; : : : ; xn/ � .i; j /�'.x1; : : : ; xn//

D

X
�2An

.'.x�.1/; : : : ; x�.n// � '.x.i;j /�.1/; : : : ; x.i;j /�.n///

I claim that each summand in this sum is zero.
The sequences

.�.1/; : : : ; �.n// and ..i; j /�.1/; : : : ; .i; j /�.n//

are identical, except that the positions of the entries i and j are reversed.
Since xi D xj , the sequences

.x�.1/; : : : ; x�.n// and .x.i;j /�.1/; : : : ; x.i;j /�.n//

are identical. Therefore,

'.x�.1/; : : : ; x�.n// � '.x.i;j /�.1/; : : : ; x.i;j /�.n// D 0:
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This shows that A.'/.x1; : : : ; xn/ D 0. n

For the remainder of this section, we assume R is a commutative
ring with multiplicative identity.

Let .a1; a2; : : : ; an/ be a sequence of elements of Rn. Denote the i–th
entry of aj by ai;j . In this way, the sequence .a1; a2; : : : ; an/ is identified
with an n–by–n matrix whose j–th column is aj . Let ' W .Rn/n �! R

be the multilinear function '.a1; a2; : : : ; an/ D a1;1 � � � an;n. Define � D

A.'/. Thus,

�.a1; : : : ; an/ D

X
�2Sn

�.�/'.a�.1/; : : : ; a�.n//

D

X
�2Sn

�.�/a1;�.1/ � � � an;�.n/:
(8.3.1)

According to Lemma 8.3.5,� is an alternating multilinear function. More-
over, � satisfies �. Oe1; : : : ; Oen/ D 1.

The summand belonging to � in Equation 8.3.1 can be written as

�.�/

nY
iD1

ai;�.i/ D �.�/
Y
.i;j /

j D�.i/

ai;j

D �.��1/
Y
.i;j /

iD��1.j /

ai;j D �.��1/

nY
jD1

a��1.j /;j

Therefore

�.a1; : : : ; an/ D

X
�2Sn

�.��1/a��1.1/;1 � � � a��1.n/;n:

D

X
�2Sn

�.�/a�.1/;1 � � � a�.n/;n:
(8.3.2)

Now suppose that � W .Rn/n �! N is an alternating multilinear
function, whereN is anyR–module. Let .a1; a2; : : : ; an/ be any sequence
of elements of Rn, and denote the i–th entry of aj by ai;j , as above, Then
aj D

P
i ai;j Oei . By the multilinearity of �,

�.a1;a2; : : : ; an/ D �.
X
i1

ai1;1 Oei1 ; : : : ;
X
in

ain;n Oein/

D

X
i1;i2;:::;in

ai1;1 � � � ain;n �. Oei1 ; : : : ; Oein/:
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Because � is alternating, �. Oei1 ; : : : ; Oein/ is zero unless the sequence of
indices .i1; : : : ; in/ is a permutation of .1; 2; : : : ; n/. Thus

�.a1; a2; : : : ; an/ D

X
�2Sn

a�.1/;1 � � � a�.n/;n�. Oe�.1/; : : : ; Oe�.n/

D

X
�2Sn

a�.1/;1 � � � a�.n/;n�.�/�. Oe1; : : : ; Oen/

D �.a1; : : : ; an/�. Oe1; : : : ; Oen/:

We have proved the following result:

Proposition 8.3.6. There is a unique alternating multilinear function � W

.Rn/n �! R satisfying �. Oe1; : : : ; Oen/ D 1. The function � satisfies

�.a1; : : : ; an/ D

X
�2Sn

�.�/a1;�.1/ � � � an;�.n/

D

X
�2Sn

�.�/a�.1/;1 � � � a�.n/;n:

Moreover, if � W .Rn/n �! N is any alternating and multilinear function,
then for all a1; : : : ; an 2 Rn,

�.a1; : : : ; an/ D �.a1; : : : ; an/�. Oe1; : : : ; Oen/:

Definition 8.3.7. The determinant of an n–by–n matrix with entries in R
is defined by

det.A/ D �.a1; : : : ; an/;

where a1; : : : ; an 2 Rn are the columns of A.

Corollary 8.3.8.
(a) The determinant is characterized by the following properties:

(i) det.A/ is an alternating multilinear function of the columns
of A.

(ii) det.En/ D 1, where En is the n–by–n identity matrix.
(b) If � W Matn.R/ �! N is any function that, regarded as a func-

tion on the columns of a matrix, is alternating and multilinear,
then �.A/ D det.A/�.En/ for all A 2 Matn.R/.

Proof. This follows immediately from the properties of� given in Propo-
sition 8.3.6. n
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Corollary 8.3.9. Let A and B be n–by–n matrices over R. The determi-
nant has the following properties

(a) det.At / D det.A/, where At denotes the transpose of A.
(b) det.A/ is an alternating multilinear function of the rows of A.
(c) If A is a triangular matrix (i.e. all the entries above (or below)

the main diagonal are zero) then det.A/ is the product of the
diagonal entries of A.

(d) det.AB/ D det.A/ det.B/
(e) If A is invertible in Matn.R/, then det.A/ is a unit in R, and

det.A�1/ D det.A/�1.

Proof. The identity det.At / D det.A/ of part (a) follows from the equality
of the two formulas for� in Proposition 8.3.6. Statement (b) follows from
(a) and the properties of det as a function on the columns of a matrix.

For (c), suppose that A is lower triangular; that is the matrix entries
ai;j are zero if j > i . In the expression

det.A/ D

X
�2Sn

�.�/a1;�.1/ � � � an;�.n/

the summand belonging to � is zero unless �.i/ � i for all i . But the only
permutation � with this property is the identity permutation. Therefore

det.A/ D a1;1a2;2 � � � an;n:

To prove (d), fix a matrix A and consider the function � W B 7!

det.AB/. Since the columns of AB are Ab1; : : : ; Abn, where bj is the
j–th column of B , it follows that � is an alternating mulilinear function
of the columns of B . Moreover, �.En/ D det.A/. Therefore det.AB/ D

�.B/ D det.A/ det.B/, by part (b) of the previous corollary.
If A is invertible, then

1 D det.En/ D det.AA�1/ D det.A/ det.A�1/;

so det.A/ is a unit in R, and det.A/�1 D det.A�1/. n

Lemma 8.3.10. Let ' W M n �! N be an alternating mulilinear map. For
any x1; : : : ; xn 2 M , any pair of indices i ¤ j , and any r 2 R,

'.x1; : : : ; xi�1; xi C rxj ; xiC1; : : : ; xn/ D '.x1; : : : ; xn/:
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Proof. Using the linearity of ' in the i—th variable, and the alternating
property,

'.x1; : : : ; xi�1;xi C rxj ; xiC1; : : : ; xn/

D '.x1; : : : ; xn/C r '.x1; : : : ; xj ; : : : ; xj ; : : : ; xn/

D '.x1; : : : ; xn/:

n

Proposition 8.3.11. Let A and B be n–by–n matrices over R.
(a) If B is obtained from A by interchanging two rows or columns,

then det.B/ D � det.A/.
(b) If B is obtained from A by multiplying one row or column of A

by r 2 R, then det.B/ D r det.A/.
(c) IfB is obtained fromA by adding a multiple of one column (resp.

row) to another column (resp. row), then det.B/ D det.A/.

Proof. Part (a) follows from the skew-symmetry of the determinant, part
(b) from multilinearity, and part (c) from the previous lemma. n

It is exceedingly inefficient to compute determinants by a formula in-
volving summation over all permuations. The previous proposition pro-
vides an efficient method of computing determinants, when R is a field.
One can reduce a given matrix A to triangular form by elementary row
operations: interchanging two rows or adding a multiple of one row to
another row. Operations of the first type change the sign of the determi-
nant while operations of the second type leave the determinant unchanged.
If B is an upper triangular matrix obtained from A in this manner, then
det.A/ D .�1/k det.B/, where k is the number of row interchanges per-
formed in the reduction. But det.B/ is the product of the diagonal entries
of B , by part (c) of Corollary 8.3.9.

The same method works for matrices over an integral domain, as one
can work in the field of fractions; of course, the determinant in the field of
fractions is the same as the determinant in the integral domain.

Lemma 8.3.12. If A is a k–by–k matrix, and E` is the `–by–` identity
matrix, then

det
�
A 0

0 E`

�
D det

�
E` 0

0 A

�
D det.A/:
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Proof. The function �.A/ D det
�
A 0

0 E`

�
is alternating and multilinear

on the columns ofA, and therefore by Corollary 8.3.8,�.A/ D det.A/�.Ek/.

But �.Ek/ D det.EkC`/ D 1: This shows that det
�
A 0

0 E`

�
D det.A/.

The proof of the other equality is the same. n

Lemma 8.3.13. If A and B are square matrices, then

det
�
A 0

C B

�
D det.A/ det.B/:

Proof. We have�
A 0

C B

�
D

�
A 0

0 E

� �
E 0

C E

� �
E 0

0 B

�
:

Therefore, det
�
A 0

C B

�
is the product of the determinants of the three ma-

trices on th right side of the equation, by Corollary 8.3.9 (d). According

to the previous lemma det
�
A 0

0 E

�
D det.A/ and det

�
E 0

0 B

�
D det.B/.

Finally
�
E 0

C E

�
is triangular with 1’s on the diagonal, so its determinant

is equal to 1, by Corollary 8.3.9 (c). n

Let A be an n–by–nmatrix overR. Let Ai;j be the .n�1/–by–.n�1/

matrix obtained by deleting the i–th row and the j–column of A. The de-
terminant det.Ai;j / is called the .i; j / minor of A, and .�1/iCj det.Ai;j /
is called the .i; j / cofactor of A. The matrix whose .i; j / entry is
.�1/iCj det.Ai;j / is called the cofactor matrix of A. The transpose of
the cofactor matrix is sometimes called the adjoint matrix of A, but this
terminology should be avoided as the word adjoint has other incompatible
meanings in linear algebra.

The following is called the cofactor expansion of the determinant.

Proposition 8.3.14. (Cofactor Expansion) LetA be an n–by–nmatrix over
R.

(a) For any i ,

det.A/ D

nX
jD1

.�1/iCjai;j det.Ai;j /:
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(b) If i ¤ k, then

0 D

nX
jD1

.�1/iCjak;j det.Ai;j /:

Proof. Fix i and j LetBj be the matrix matrix obtained fromA by replac-
ing all the entries of the i–th row by 0’s, except for the entry ai;j , which
is retained. Perform i C j � 2 row and column interchanges to move the
entry ai;j into the .1; 1/ position. The resulting matrix is

B 0
j D

2666664
ai;j 0 � � � 0

a1;j
a2;j
:::

an;j

Ai;j

3777775 :
That is, ai;j occupies the .1; 1/ position, the remainder of the first row is
zero, the remainder of the first column contains the remaining entries from
the j –th column of A, and the rest of the matrix is the square matrix Ai;j .
According to Lemma 8.3.13, det.B 0

j / D ai;j det.Ai;j /. Therefore

det.Bj / D .�1/iCj det.B 0
j / D .�1/iCjai;j det.Ai;j /:

Since the matrices Bj are identical with A except in the i–th row, and
the sum of the i–th rows of the Bj ’s is the i–th row of A, we have

det.A/ D

X
j

det.Bj / D

nX
jD1

.�1/iCjai;j det.Ai;j /:

This proves (a).
For (b), let B be the matrix that is identical to A, except that the i–th

row is replaced by the k–th row of A. Since B has two identical rows,
det.B/ D 0. Because B is the same as A except in the i–th row, Bi;j D

Ai;j for all j . Moreover, bi;j D ak;j . Thus,

0 D det.B/ D

X
j

.�1/iCj bi;jBi;j D

X
j

.�1/iCjak;jAi;j :

n

Corollary 8.3.15. Let A be an n–by–n matrix overR and let C denote the
cofactor matrix of A. Then

AC t D C tA D det.A/E;

where E denotes the identity matrix.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 366 — #378 i
i

i
i

i
i

366 8. MODULES

Proof. The sum
nX

jD1

.�1/iCjak;j det.Ai;j /:

is the .k; i/ entry of AC t . Proposition 8.3.14 says that this entry is equal
to 0 if k ¤ i and equal to det.A/ if k D i , so AC t D det.A/E.

The other equality C tA D det.A/ follows from some gymnastics with
transposes: We have .At /i;j D .Aj;i /

t . Therefore,

.�1/iCj det..At /i;j / D .�1/iCj det..Aj;i /t / D .�1/iCj det.Aj;i /:

This says that the cofactor matrix of At is C t . Applying the equality al-
ready obtained to At gives

AtC D det.At /E D det.A/E;

and taking transposes gives

C tA D det.A/E:

n

Corollary 8.3.16.
(a) An element of Matn.R/ is invertible if, and only if, its determi-

nant is a unit in R.
(b) If an element of Matn.R/ has a left inverse or a right inverse,

then it is invertible

Proof. We have already seen that the determinant of an invertible matrix
is a unit (Corollary 8.3.9 (e)). On the other hand, if det.A/ is a unit in R,
then det.A/�1C t is the inverse of A.

If A has a left inverse, then its determinant is a unit in R, so A is
invertible by part (a). n

Example 8.3.17. An element of Matn.Z/ has an inverse in Matn.Q/ if its
determinant is nonzero. It has an inverse in Matn.Z/ if, and only if, its
determinant is ˙1.

Permanence of identitities
Example 8.3.18. For any be an n–by–n matrix, let ˛.A/ denote the trans-
pose of the matrix of cofactors of A. I claim that

(a) det.˛.A// D det.A/n�1, and
(b) ˛.˛.A// D det.A/n�2A.
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Both statements are easy to obtain under the additional assumption that
R is an integral domain and det.A/ is nonzero. Start with the equation
A˛.A/ D det.A/E, and take determinants to get det.A/ det.˛.A// D

det.A/n. Assuming that R is an integral domain and det.A/ is nonzero,
we can cancel det.A/ to get the first assertion. Now we have

˛.A/˛.˛.A// D det.˛.A//E D det.A/n�1E;

as well as ˛.A/A D det.A/E. It follows that

˛.A/
�
˛.˛.A// � det.A/n�2A

�
D 0:

Since det.A/ is assumed to be nonzero, ˛.A/ is invertible in Matn.F /,
where F is the field of fractions of R. Multiplying by the inverse of ˛.A/
gives the second assertion.

The additional hypotheses can be eliminated by the following trick.
Let R0 D ZŒx1;1; x1;2; : : : ; xn;n�1; xn;n�, the ring of polynomials in n2

variables over Z. Consider the matrix X D .xi;j /1�i;j�n in Matn.R0/.
SinceR0 is an integral domain and det.X/ is nonzero inR0, it follows that

(a) det.˛.X// D det.X/n�1, and
(b) ˛.˛.X// D det.X/n�2X .

There is a unique ring homomorphism ' W R0 �! R taking 1 to 1 and
xi;j to ai;j , the matrix entries of A. The homomorphism extends to a
homomorphism ' W Matk.R0/ �! Matk.R/ for all k. By design, we have
'.X/ D A.

It is easy to check that '.det.M// D det.'.M// for any square matrix
M over R0. Observe that '.Mi;j / D '.M/i;j . Using these two observa-
tions, it follows that '.˛.M// D ˛.'.M//, and, finally, '.det.˛.M/// D

det.˛.'.M///.
Since '.X/ D A, applying ' to the two identities for X yield the two

identities for A.
This trick is worth remembering. It is an illustration of the principle of

permanence of identities, which says that an identity that holds generically
holds universally. In this instance, proving an identity for matrices with
nonzero determinant over an integral domain sufficed to obtain the identity
for a variable matrix over ZŒfxi;j g�. This in turn implied the identity for
arbitrary matrices over an arbitrary commutative ring with identity.

Exercises 8.3

8.3.1. Show that the set of multilinear maps is an abelian group under
addition.
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8.3.2. Show that if ' W M n �! N is multilinear, and � 2 Sn, then �'
is also multilinear. Show that each of the following sets is invariant under
the action of Sn: the symmetric multilinear functions, the skew–symmetric
multilinear functions, and the alternating multilinear functions.

8.3.3.
(a) Show that .Rn/k has no nonzero alternating multilinear func-

tions with values in R, if k > n.
(b) Show that .Rn/k has nonzero alternating multilinear functions

with values in R, if k � n.
(c) Conclude thatRn is not isomorphic toRm asR–modules, ifm ¤

n.

8.3.4. Compute the following determinant by row reduction. Observe that
the result is an integer, even though the computations involve rational num-
bers.

det

242 3 5

4 3 1

3 �2 6

35
8.3.5. Prove the cofactor expansion identity

det.A/ D

nX
jD1

.�1/iCjai;j det.Ai;j /:

by showing that the right hand side defines an alternating multilinear func-
tion of the columns of the matrix A whose value at the identity matrix is 1.
It follows from Corollary 8.3.8 that the right hand is equal to the determi-
nant of A

8.3.6. Prove a cofactor expansion by columns: For fixed j ,

det.A/ D

nX
iD1

.�1/iCjai;j det.Ai;j /:

8.3.7. Prove Cramer’s rule: If A is an invertible n–by–n matrix over R,
and b 2 Rn, then the unique solution to the matrix equation Ax D b is
given by

xj D det.A/�1 det. QAj /;

where QAj is the matrix obtained by replacing the j–th column of A by b.

8.4. Finitely generated Modules over a PID, part I
In this section, and the following section, we will determine the struc-

ture of finitely generated modules over a principal ideal domain. We begin
in this section by considering finitely generated free modules.
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Let R be a commutative ring with identity element, and let M denote
an R–module. Represent elements of the R–module M n by 1–by–n ma-
trices (row “vectors”) with entries in M . For any n–by–s matrix C with
entries inR, right multiplication by C gives anR–module homomorphism
from M n to M s . Namely, if C D .ci;j /, then

Œv1; : : : ; vn� C D

"X
i

ci;1vi ; : : : ;
X
i

ci;svi

#
:

If B is an s–by–t matrix over R, then the homomorphism implemented by
CB is the composition of the homomorphism implemented by C and the
homomorphism implemented by B ,

Œv1; : : : ; vn� CB D .Œv1; : : : ; vn� C /B;

as follows by a familiar computation. If fv1; : : : ; vng is linearly indepen-
dent over R and Œv1; : : : ; vn� C D 0, then C is the zero matrix. See Exer-
cise 8.4.1

Let us show next that any two bases of a finitely generated free R–
module have the same cardinality.

Lemma 8.4.1. Let R be a commutative ring with identity element. Any
two bases of a finitely generated free R–module have the same cardinality.

Proof. We already know that any basis of a finitely generated R module
is finite. Suppose that an R module M has a basis fv1; : : : ; vng and a
spanning set fw1; : : : ; wmg. We will show that m � n.

Each wj has a unique expression as an R–linear combination of the
basis elements vj ,

wj D a1;j v1 C a2;j v2 C � � � C an;j vn:

Let A denote the n–by–m matrix A D .ai;j /. The m relations above can
be written as a single matrix equation:

Œv1; : : : ; vn�A D Œw1; : : : ; wm�: (8.4.1)

Since fw1; : : : ; wmg spans M , we can also write each vj as an R–linear
combinations of the elements wi ,

vj D b1;jw1 C b2;jw2 C � � � C bn;jwn:

Let B denote the m–by–n matrix B D .bi;j /. The n relations above can
be written as a single matrix equation:

Œw1; : : : ; wm�B D Œv1; : : : ; vn�: (8.4.2)

Combining (8.4.1) and (8.4.2), we have

Œv1; : : : ; vn�AB D Œw1; : : : ; wm�B D Œv1; : : : ; vn�;
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or
Œv1; : : : ; vn�.AB �En/ D 0;

where En denotes the n–by–n identity matrix. Because of the linear inde-
pendence of the vj , we must have AB D En. Now, if m < n, we augment
A by appending n � m columns of zeros to obtain an n–by–n matrix A0.
Likewise, we augment B by adding n � m rows of zeros to obtain an n–
by–n matrix B 0. We have A0B 0 D AB D En. Taking determinants, we
obtain 1 D det.En/ D det.A0B/ D det.A0/ det.B 0/. But det.A0/ D 0,
since the matrix A0 has a column of zeros. This contradiction shows that
m � n.

In particular, any two basis have the same cardinality. n

It is possible for a free module over an non-commutative ring with
identity to have two bases of different cardinalities. See Exercise 8.4.4.

Definition 8.4.2. Let R be a commutative ring with identity element. The
rank of a finitely generated free R–module is the cardinality of any basis.

Remark 8.4.3. The zero module over R is free of rank zero. The empty
set is a basis. This is not just a convention; it follows from the definitions.

For the rest of this section, R denotes a principal ideal domain.

Lemma 8.4.4. Let F be a free module of finite rank n over a principal
idea domain R. Any submodule of F has a generating set with no more
than n elements

Proof. We prove this by induction on n. A submodule (ideal) of R is
generated by a single element, since R is a PID. This verifies the base case
n D 1.

Suppose that F has rank n > 1 and that the assertion holds for free
modules of smaller rank.

Let ff1; : : : ; fng be a basis of F , put F 0 D span.ff1; : : : ; fn�1g/. Let
N be a submodule of F and letN 0 D N\F 0. By the induction hypothesis,
N 0 has a generating set with no more than n � 1 elements.

Every element x 2 F has a unique expansion x D
Pn
iD1 ˛i .x/fi .

The map x 7! ˛n.x/ is an R–module homomorphism from F to R. If
˛n.N / D f0g, then N D N 0, and N is generated by no more than n � 1

elements. Otherwise, the image of N under this map is a nonzero ideal of
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R, so of the form dR for some nonzero d 2 R. Choose h 2 N such that
˛n.h/ D d .

If x 2 N , then ˛n.x/ D rd for some r 2 R. Then y D x � rh

satisfies ˛n.y/ D 0, so y 2 N \F 0 D N 0. Thus x D yC rh 2 N 0 CRh.
It follows that N D RhCN 0.

Since N 0 has a generating set with no more than n � 1 elements, N is
generated by no more than n elements. n

Corollary 8.4.5. IfM is a finitely generated module over a principal ideal
domain, then every submodule of M is finitely generated.

Proof. Suppose that M has a finite spanning set x1; : : : ; xn. Then M is
the homomorphic image of a free R–module of rank n. Namely consider a
freeR module F with basis ff1; : : : ; fng. Define anR–module homomor-
phism from F onto M by '.

P
i rifi / D

P
i rixi . Let A be a submodule

of M and let N D '�1.A/. According to Lemma 8.4.4, N is generated
by a set X with no more than n elements. Then '.X/ is a spanning subset
of A, of cardinality no more than n. n

Recall that ifN is an s dimensional subspace of an n–dimensional vec-
tor space F , then there is a basis fv1; : : : ; vng of F such that fv1; : : : ; vsg

is a basis of N . For modules over a principal ideal domain, the analogous
statement is the following: If F is a free R–module of rank n and N is
a submodule of rank s, then there exists a basis fv1; : : : ; vng of F , and
there exist nonzero elements d1; d2; : : : ; ds of R, such that di divides dj
if i � j and fd1v1; : : : ; dsvsg is a basis of N . In particular, N is free.

The key to this is the following statement about diagonalization of
rectangular matrices over R. Say that a (not necessarily square) matrix
A D .ai;j / is diagonal if ai;j D 0 unless i D j . If A is m–by–n and
k D minfm; ng, write A D diag.d1; d2; : : : ; dk/ if A is diagonal and
ai;i D di for 1 � i � k.

Proposition 8.4.6. Let A be an m–by–n matrix over R. Then there exist
invertible matrices P 2 Matm.R/ and Q 2 Matn.R/ such that PAQ D

diag.d1; d2; : : : ; ds; 0; : : : ; 0/, where di divides dj for i � j .

The matrix PAQ D diag.d1; d2; : : : ; ds; 0; : : : ; 0/, where di divides
dj for i � j is called the Smith normal form of A. 1

1A Mathematica notebook SmithNormalForm.nb with a program for computing
Smith normal form of integer or polynomial matrices is available on my web page.
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Diagonalization of the matrixA is accomplished by a version of Gauss-
ian elimination (row and column reduction). For the sake of completeness,
we will discuss the diagonalization process for matrices over an arbitrary
principal ideal domain. However, we also want to pay particular attention
to the case that R is a Euclidean domain, for two reasons. First, in appli-
cations we will be interested exclusively in the case that R is Euclidean.
Second, if R is Euclidean, Gaussian elimination is a constructive process,
assuming that Euclidean division with remainder is constructive. (For a
general PID, the diagonalization process follows an “algorithm,” but there
is a non-constructive step in the process.)

Let us review the elementary row and column operations of Gaussian
elimination, and their implementation by pre– or post–mulitplication by
elementary invertible matrices.

The first type of elementary row operation replaces some row ai of
A by that row plus a multiple of another row aj , leaving all other rows
unchanged. The operation of replacing ai by ai C ˇaj is implemented by
multiplication on the left by them–by-mmatrixECˇEi;j , whereE is the
m–by-m identity matrix, and Ei;j is the matrix unit with a 1 in the .i; j /
position. E C ˇEi;j is invertible in Matm.R/ with inverse E � ˇEi;j .

For example, for m D 4,

E C ˇE2;4 D

2664
1 0 0 0

0 1 0 ˇ

0 0 1 0

0 0 0 1

3775 :
The second type of elementary row operation replaces some row ai

with 
ai , where 
 is a unit in R. This operation is implemented by mul-
tiplication on the left by the m–by-m diagonal matrix D.i; 
/ whose di-
agonal entries are all 1 except for the i–th entry, which is 
 . D.i; 
/ is
invertible in Matm.R/ with inverse D.i; 
�1/.

For example, for m D 4,

D.3; 
/ D

2664
1 0 0 0

0 1 0 0

0 0 
 0

0 0 0 1

3775 :
The third type of elementary row operation interchanges two rows.

The operation of interchanging the i–th and j–th rows is implemented by
multiplication on the left by the m–by-m permutation matrix Pi;j corre-
sponding to the transposition .i; j /. Pi;j is its own inverse in Matm.R/.
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For example, for m D 4,

P2;4 D

2664
1 0 0 0

0 0 0 1

0 0 1 0

0 1 0 0

3775 :
When we work over an arbitrary PID R, we require one more type

of row operation. In this fourth type of row operation, each of two rows
is simultaneously replaced by linear combinations of the two rows. Thus
ai is replaced by ˛ai C ˇaj , while aj is replaced by 
ai C ıaj . We
require that this operation be invertible, which is the case precisely when

the matrix
�
˛ ˇ


 ı

�
is invertible in Mat2.R/. Consider them–by–mmatrix

U.

�
˛ ˇ


 ı

�
I i; j / that coincides with the identity matrix except for the 2–

by–2 submatrix in the i–th and j–th rows and i–th and j–th columns,

which is equal to
�
˛ ˇ


 ı

�
. For example, when m D 4,

U.

�
˛ ˇ


 ı

�
I 2; 4/ D

2664
1 0 0 0

0 ˛ 0 ˇ

0 0 1 0

0 
 0 ı

3775 :

The matrix U.
�
˛ ˇ


 ı

�
I i; j / is invertible with inverse U.

�
˛ ˇ


 ı

��1

I i; j /.

Left multiplication by U.
�
˛ ˇ


 ı

�
I i; j / implements the fourth type of ele-

mentary row operation.
Elementary column operations are analogous to elementary row oper-

ations. They are implemented by right multiplication by invertible n–by–n
matrices.

We say that two matrices are row–equivalent if one is transformed
into the other by a sequence of elementary row operations; likewise, two
matrices are column–equivalent if one is transformed into the other by a
sequence of elementary column operations. Two matrices are equivalent
if one is transformed into the other by a sequence of elementary row and
column operations.

We need a way to measure the size of a nonzero element of R. If R
is a Euclidean domain, we can use the Euclidean function d . If R is non-
Euclidean, we need another measure of size. SinceR is a unique factoriza-
tion domain, each nonzero element a can be factored as a D up1p2 � � �p`.
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where u is a unit and the pi ’s are irreducibles. The number ` of irre-
ducibles appearing in such a factorization is uniquely determined. We de-
fine the length of a to be `. For a a nonzero element of R, define

jaj D

(
d.a/ if R is Euclidean with Euclidean function d .
length.a/ if R is not Euclidean.

Lemma 8.4.7.
(a) jabj � maxfjaj; jbjg.
(b) jaj D jbj if a and b are associates.
(c) If jaj � jbj and a does not divide b, then any greatest common

divisor ı of a and b satisfies jıj < jaj.

Proof. Exercise 8.4.3 n

In the following discussion, when we say that a is smaller than b, we
mean that jaj � jbj; when we say that a is strictly smaller than b, we mean
that jaj < jbj.

Lemma 8.4.8. Suppose that A has nonzero entry ˛ in the .1; 1/ position.
(a) If there is a element ˇ in the first row or column that is not di-

visible by ˛, then A is equivalent to a matrix with smaller .1; 1/
entry.

(b) If ˛ divides all entries in the first row and column, then A is
equivalent to a matrix with .1; 1/ entry equal to ˛ and all other
entries in the first row and column equal to zero.

Proof. Suppose that A has an entry ˇ is in the first column, in the .i; 1/
position and that ˇ is not divisible by ˛. Any greatest common ı of ˛
and ˇ satsfies jıj < j˛j, by the previous lemma. There exist s; t 2 R

such that ı D s˛ C tˇ. Consider the matrix
�

s t

�ˇ=ı ˛=ı

�
. This matrix

has determinant equal to 1, so it is invertible in Mat2.R/. Notice that�
s t

�ˇ=ı ˛=ı

� �
˛

ˇ

�
D

�
ı

0

�
: It follows that

A0
D U.

�
s t

�ˇ=ı ˛=ı

�
I 1; i/A

has .1; 1/ entry equal to ı. The case that the nonzero entry ˇ is in the first
row is handled similarly, with column operations rather than row opera-
tions.
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If ˛ divides all the entries in the first row and column, then row and
column operations of type 1 can be used to replace the nonzero entries by
zeros. n

Remark 8.4.9. The proof of this lemma is non-constructive, because in
general there is no constructive way to find s and t satisfying s˛C tˇ D ı.
However, if R is a Euclidean domain, we have an alternative constructive
proof. If ˛ divides ˇ, proceed as before. Otherwise, write ˇ D q˛ C r

where d.r/ < d.˛/. A row operation of the first type gives a matrix with
r in the .i; 1/ position. Then interchanging the first and i–th rows yields a
matrix with r in the .1; 1/ position. Since d.r/ < d.˛/, we are done.

Proof of Proposition 8.4.6. The proof is exactly the same as the proof of
Proposition 3.5.9 on page 191, but with the size of matrix entries measured
by j � j in R rather than by absolute value in the integers, with and Lemma
8.4.8 replacing Lemma 3.5.10. n

Example 8.4.10. (Greatest common divisor of several polynomials.) Let
K be a field. The diagonalization procedure of Proposition 8.4.6 pro-
vides a means of computing the greatest common divisor d.x/ of sev-
eral nonzero polynomials a1.x/; : : : ; an.x/ in KŒx� as well as polyno-
mials t1.x/; : : : ; tn.x/ such that d.x/ D t1.x/ a1.x/ C � � � tn.x/ an.x/.
Let A denote the row matrix A D .a1.x/; : : : ; an.x//. By Propsition
8.4.6, there exist an invertible matrix P 2 Mat1.KŒx�/ and an invertible
matrix Q 2 Matn.KŒx�/ such that PAQ is a diagonal 1–by–n matrix,
PAQ D .d.x/; 0; : : : ; 0/. P is just multiplication by a unit inK, so we can
absorb it intoQ, givingAQ D .d.x/; 0; : : : ; 0/. Let .t1.x/; : : : ; tn.x// de-
note the entries of the first column of Q. Then we have

d.x/ D t1.x/ a1.x/C � � � tn.x/ an.x/;

and d.x/ is in the ideal of KŒx� generated by a1.x/; : : : ; an.x/. On the
other hand, let .b1.x/; : : : ; bn.x// denote the entries of the first row of
Q�1. Then A D .d.x/; 0; : : : ; 0/Q�1 imples that ai .x/ D d.x/bi .x/

for 1 � i � n. Therefore, d.x/ is nonzero, and is a common divisor of
a1.x/; : : : ; an.x/. It follows that d.x/ is the greatest common divisor of
a1.x/; : : : ; an.x/.

Recall that any two bases of a finite dimensional vector space are
related by an invertible change of basis matrix. The same is true for
bases of free modules over a commutative ring with identity. Suppose that
fv1; : : : ; vng is a basis of the free module F . Let .w1; : : : ; wn/ be another
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sequence of n module elements. Each wj has a unique expression as an
R–linear combination of the basis elements vi ,

wj D

X
i

ci;j vi :

Let C denote the matrix C D .ci;j /. We can write the n equations above
as the single matrix equation:

Œv1; : : : ; vn� C D Œw1; : : : ; wm�: (8.4.3)

Lemma 8.4.11. In the situation described above, fw1; : : : ; wng is a basis
of F if, and only if, C is invertible in Matn.R/.

Proof. If fw1; : : : ; wng is a basis, we can also write each vj as anR–linear
combinations of the wi ’s,

vj D

X
i

di;jwi :

Let D denote the matrix D D .di;j /. We can write the n previous equa-
tions as the single matrix equation:

Œw1; : : : ; wm�D D Œv1; : : : ; vn�: (8.4.4)

Combining (8.4.4) and (8.4.3), we obtain

Œv1; : : : ; vn� D Œv1; : : : ; vn� CD:

Using the linear independence of fv1; : : : ; vng, as in the proof of Lemma
8.4.1, we conclude that CD D En, the n–by–n identity matrix. Thus C
has a right inverse in Matn.R/. It follows from this that det.C / is a unit in
R, and, therefore, C is invertible in Matn.R/, by Corollary 8.3.16.

Conversely, suppose that C is invertible in Matn.R/with inverse C�1.
Then

Œv1; : : : ; vn� D Œw1; : : : ; wn�C
�1:

This shows that fv1; : : : ; vng is contained in the R–span of fw1; : : : ; wng,
so the latter set spans F .

Finally, suppose
P
j j̨wj D 0. Then

0 D Œw1; : : : ; wn�

264˛1:::
˛n

375 D Œv1; : : : ; vn� C

264˛1:::
˛n

375 :
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By the linear independence of the vk we have C

264˛1:::
˛n

375 D 0. But then

264˛1:::
˛n

375 D C�1C

264˛1:::
˛n

375 D 0: n

We can now combine Proposition 8.4.6 and Lemma 8.4.11 to obtain
our main result about bases of free R–modules and their submodules:

Theorem 8.4.12. If F is a free R–module of rank n and N is a submod-
ule of rank s, then there exists a basis fv1; : : : ; vng of F , and there ex-
ist elements d1; d2; : : : ; ds of R, such that di divides dj if i � j and
fd1v1; : : : ; dsvsg is a basis of N .

Proof. We already know that N is a free module. Let ff1; : : : ; fng be a
basis of F and fe1; : : : ; esg a basis of N . Expand each ej in terms of the
fi ’s,

ej D

X
i

ai;jfi :

We can rewrite this as

Œe1; : : : ; es� D Œf1; : : : ; fn�A; (8.4.5)

where A denotes the n–by–s matrix A D .ai;j /. According to Proposition
8.4.6, there exist invertible matrices P 2 Matn.R/ andQ 2 Mats.R/ such
that A0 D PAQ is diagonal,

A0
D PAQ D diag.d1; d2; : : : ; ds/:

We will see below that all the dj are necessarily nonzero. Again, accord-
ing to Proposition 8.4.6, P and Q can be chosen so that di divides dj
whenever i � j . We rewrite (8.4.5) as

Œe1; : : : ; es�Q D Œf1; : : : ; fn�P
�1A0: (8.4.6)

According to Lemma 8.4.11, if we define fv1; : : : ; vng by

Œv1; : : : ; vn� D Œf1; : : : ; fn�P
�1

and fw1; : : : ; wsg by

Œw1; : : : ; ws� D Œe1; : : : ; es�Q;

then fv1; : : : ; vng is a basis of F and fw1; : : : ; wsg is a basis of N . By
Equation (8.4.6), we have

Œw1; : : : ; ws� D Œv1; : : : ; vn�A
0
D Œd1v1; : : : ; dsvs�:
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In particular, dj is nonzero for all j , since fd1v1; : : : ; dsvsg is a basis of
N . n

Exercises 8.4

8.4.1. Let R be a commutative ring with identity element and let M be a
module over R.

(a) Let A and B be matrices over R of size n–by–s and s–by–t re-
spectively. Show that for Œv1; : : : ; vn� 2 M n,

Œv1; : : : ; vn�.AB/ D .Œv1; : : : ; vn�A/B:

(b) Show that if fv1; : : : ; vng is linearly independent subset of M ,
and Œv1; : : : ; vn�A D 0, then A D 0.

8.4.2. Let R be a PID. Adapt the proof of Lemma 8.4.4 to show that any
submodule of a free R–module of rank n is free, with rank no more than
n.

8.4.3. Prove Lemma 8.4.7

8.4.4. Let R denote the set of infinite–by–infinite, row– and column–finite
matrices with complex entries. That is, a matrix is in R if, and only if,
each row and each column of the matrix has only finitely many non–zero
entries. Show that R is a non-commutative ring with identity, and that
R Š R˚R as R–modules.

In the remaining exercises, R denotes a principal ideal domain.

8.4.5. Let M be a a free module of rank n over R. Let N be a submodule
of M . Suppose we know that N is finitely generated (but not that N is
free). Adapt the proof of Theorem 8.4.12 to show that N is free.

8.4.6. Let V andW be free modules overRwith ordered bases .v1; v2; : : : ; vn/
and .w1; w2; : : : ; wm/. Let ' W V ! W be a module homomorphism. Let
A D .ai;j / be the m–by–n matrix whose j th column is the co-ordinate
vector of '.vj / with respect to the ordered basis .w1; w2; : : : ; wm/,

'.vj / D

X
i

ai;jwj :

Show that for any element
P
j xj vj of M ,

'.
X
j

xj vj / D Œw1; : : : ; wm� A

264x1:::
xn

375 :
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8.4.7. Retain the notation of the previous exercise. By Proposition 8.4.6,
there exist invertible matrices P 2 Matm.R/ and Q 2 Matn.R/ such that
A0 D PAQ is diagonal,

A0
D PAQ D diag.d1; d2; : : : ; ds; 0; : : : ; 0/;

where s � minfm; ng. Show that there is a basis fw0
1; : : : ; w

0
mg of W such

that fd1w
0
1; : : : ; dsw

0
sg is a basis of range.'/.

8.4.8. Set A D

24 2 5 �1 2

�2 �16 �4 4

�2 �2 0 6

35. Left multiplication by A defines a

homomorphism ' of abelian groups from Z4 to Z3. Use the diagonaliza-
tion of A to find a basis fw1; w2; w3g of Z3 and integers fd1; : : : dsg (s �

3), such that fd1w1; : : : ; dswsg is a basis of range.'/. (Hint: Compute
invertible matrices P 2 Mat3.Z/ and Q 2 Mat4.Z/ such that A0 D PAQ

is diagonal. Rewrite this as P�1A0 D AQ.)

8.4.9. Adopt the notation of Exercise 8.4.6. Observe that the kernel of '
is the set of

P
j xj vj such that

A

264x1:::
xn

375 D 0:

That is the kernel of ' can be computed by finding the kernel of A (in Zn).
Use the diagonalization A0 D PAQ to find a description of ker.A/. Show,
in fact, that the kernel of A is the span of the last n � s columns of Q,
where A0 D diag.d1; d2; : : : ; ds; 0; : : : ; 0/.

8.4.10. Set A D

�
2 5 �1 2

�2 �16 �4 4

�
. Find a basis fv1; : : : ; v4g of Z4

and integers fa1; : : : ; arg such that fa1v1; : : : ; arvrg is a basis of ker.A/.
(Hint: If s is the rank of the range of A, then r D 4 � s. Moreover, if
A0 D PAQ is the Smith normal form of A, then ker.A/ is the span of the
last r columns of Q, that is the range of the matrix Q0 consisting of the
last r columns of Q. Now we have a new problem of the same sort as in
Exercise 8.4.8.)

8.5. Finitely generated Modules over a PID, part II.
The Invariant Factor Decomposition

Consider a finitely generated module M over a principal ideal domain
R. Let x1; : : : ; xn be a set of generators of minimal cardinality. Then
M is the homomorphic image of a free R–module of rank n. Namely
consider a free R module F with basis ff1; : : : ; fng. Define an R–module
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homomorphism from F ontoM by '.
P
i rifi / D

P
i rixi . Let N denote

the kernel of '. According to Theorem 8.4.12,N is free of rank s � n, and
there exists a basis fv1; : : : ; vng of F and nonzero elements d1; : : : ; ds of
R such that fd1v1; : : : ; dsvsg is a basis of N and di divides dj for i � j .
Therefore

M Š F=N D .Rv1 ˚ � � � ˚Rvn/=.Rd1v1 ˚ � � � ˚Rdsvs/

Lemma 8.5.1. Let A1; : : : ; An be R–modules and Bi � Ai submodules.
Then

.A1 ˚ � � � ˚ An/=.B1 ˚ � � � ˚ Bn/ Š A1=B1 ˚ � � � ˚ An=Bn:

Proof. Consider the homomorphism of A1˚� � �˚An onto A1=B1˚� � �˚

An=Bn defined by .a1; : : : ; an/ 7! .a1 C B1; � � � ; an C Bn/. The kernel
of this map is B1 ˚ � � � ˚ Bn � A1 ˚ � � � ˚ An, so by the isomorphism
theorem for modules,

.A1 ˚ � � � ˚ An/=.B1 ˚ � � � ˚ Bn/ Š A1=B1 ˚ � � � ˚ An=Bn:

n

Observe also that Rvi=Rdivi Š R=.di /, since

r 7! rvi CRdivi

is a surjectiveR–module homomorphism with kernel .di /. Applying Lemma
8.5.1 and this observation to the situation described above gives

M ŠRv1=Rd1v1 ˚ � � � ˚Rvs=Rdsvs ˚RvsC1 � � � ˚Rvn

Š R=.d1/˚ � � � ˚R=.ds/˚Rn�s:

If some di were invertible, thenR=.di /would be the zero module, so could
be dropped from the direct sum. But this would display M as generated
by fewer than n elements, contradicting the minimality of n.

We have proved the existence part of the following fundamental theo-
rem:

Theorem 8.5.2. (Structure Theorem for Finitely Generated Modules over
a PID: Invariant Factor Form) Let R be a principal ideal domain, and let
M be a (nonzero) finitely generated module over R.

(a) M is a direct sum of cyclic modules,

M Š R=.a1/˚R=.a2/˚ � � � ˚R=.as/˚Rk;

where the ai are nonzero, nonunit elements of R, and ai divides
aj for i � j .
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(b) The decomposition in part (a) is unique, in the following sense:
Suppose

M Š R=.b1/˚R=.b2/˚ � � � ˚R=.bt /˚R`;

where the bi are nonzero, nonunit elements of R, and bi divides
bj for i � j . Then s D t , ` D k and .ai / D .bi / for all i .

Before addressing the uniqueness statement in the theorem, we intro-
duce the idea of torsion.

Suppose that R is an integral domain (not necessarily a PID) and M
is an R–module. For x 2 M , recall that the annihilator of x in R is
ann.x/ D fr 2 R W rx D 0g, and that ann.x/ is an ideal in R. Since
1x D x, ann.x/ �

¤

R. Recall from Example 8.2.6 that Rx Š R=ann.x/

as R–modules. An element x 2 M is called a torsion element if ann.x/ ¤

f0g, that is, there exists a nonzero r 2 R such that rx D 0.
If x; y 2 M are two torsion elements then sx C ty is also a torsion

element for any s; t 2 R. In fact, if r1 is a nonzero element of R such
that r1x D 0 and r2 is a nonzero element of R such that r2y D 0, then
r1r2 ¤ 0 and r1r2.sxC ty/ D 0. It follows that the set of torsion elements
of M is a submodule, called the torsion submodule, and denoted by Mtor.
We say that M is a torsion module if M D Mtor. We say that M is
torsion free if Mtor D f0g. One can check that M=Mtor is torsion free. See
Exercise 8.5.2

Example 8.5.3. Let G be a finite abelian group. Then G is a finitely gen-
erated torsion module over Z. In fact, every abelian group is a Z–module
by Example 8.1.8. G is finitely generated since it is finite. Moreover, G is
a torsion module, since every element is of finite order; that is, for every
a 2 G, there is an n 2 Z such that na D 0.

Example 8.5.4. Let V be a finite dimensional vector space over a fieldK.
Let T 2 EndK.V /. Recall from Example 8.1.10 that V becomes a KŒx�–
module with .

P
i ˛ix

i /v D
P
i ˛iT

i .v/ for each polynomial
P
i ˛ix

i 2

KŒx� and each v 2 V . V is finitely generated over KŒx� because a basis
over K is a finite generating set over KŒx�. Moreover, V is a torsion mod-
ule over KŒx� for the following reason: Let n denote the dimension of V .
Given v 2 V , the set of nC1 elements fv; T .v/; T 2.v/; T 3.v/; : : : ; T n.v/g

is not linearly independent over K, so there exist elements ˛0; ˛1; : : : ; ˛n
of K, not all zero, such that ˛0v C ˛1T .v/ C � � � C ˛nT

n.v/ D 0. ThusP
i ˛ix

i ¤ 0 and .
P
i ˛ix

i /v D
P
i ˛iT

i .v/ D 0. This means that v
is a torsion element. We have shown that V is a finitely generated torsion
module over KŒx�.
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If S � M is any subset, we define the annihilator of S to be ann.S/ D

fr 2 R W rx D 0 for all x 2 Sg D

\
x2S

ann.x/: Note that ann.S/ is an

ideal, and ann.S/ D ann.RS/, the annihilator of the submodule generated
by S . See Exercise 8.5.1

Consider a torsion module M over R. If S is a finite subset ofM then
ann.S/ D ann.RS/ is a nonzero ideal of R; in fact, if S D fx1; : : : ; xng

and for each i , ri is a nonzero element of R such that rixi D 0, thenQ
i ri is a nonzero element of ann.S/. If M is a finitely generated torsion

module, it follows that ann.M/ is a nonzero ideal of R.

For the remainder of this section,R again denotes a principal idea
domain andM denotes a (nonzero) finitely generated module overR.

For x 2 Mtor, any generator of the ideal ann.x/ is called a period of
x. If a 2 R is a period of x 2 M , then Rx Š R=ann.x/ D R=.a/.

According to Lemma 8.4.5, any submodule ofM is finitely generated.
If A is a torsion submodule of M , any generator of ann.A/ is a called a
period of A.

The period of an element x, or of a submodule A, is not unique, but
any two periods of x (or of A) are associates.

Lemma 8.5.5. LetM be a finitely generated module over a principal ideal
domain R.

(a) If M D A˚ B , where A is a torsion submodule, and B is free,
then A D Mtor.

(b) M has a direct sum decomposition M D Mtor ˚ B , where B
is free. The rank of B in any such decomposition is uniquely
determined.

(c) M is a free module if, and only if, M is torsion free.

Proof. We leave part (a) as an exercise. See Exercise 8.5.3. According to
the existence part of Theorem 8.5.2, M has a direct sum decomposition
M D A˚ B , where A is a torsion submodule, and B is free. By part (a),
A D Mtor. Consequently, B Š M=Mtor, so the rank of B is determined.
This proves part (b).

For part (c), note that any free module is torsion free. On the other
hand, if M is torsion free, then by the decomposition of part (b), M is
free. n
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Lemma 8.5.6. Let x 2 M , let ann.x/ D .a/, and let p 2 R be irreducible.
(a) If p divides a, then Rx=pRx Š R=.p/.
(b) If p does not divide a, then pRx D Rx.

Proof. Consider the module homomoprhism of R onto Rx, r 7! r x,
which has kernel .a/. If p divides a, then .p/ � .a/, and the image of
.p/ in Rx is pRx. Hence by Proposition 8.2.8, R=.p/ Š Rx=pRx. If
p does not divide a, then p and a are relatively prime. Hence there exist
s; t 2 R such that sp C ta D 1. Therefore, for all r 2 R, r x D 1rx D

psrx C tarx D psrx. It follws that Rx D pRx. n

Lemma 8.5.7. Suppose p 2 R is irreducible and pM D f0g. Then M
is a vector space over R=.p/. Moreover, if ' W M �! M is a surjective
R–module homomorphism, thenM is anR=.p/–vector space as well, and
' is R=.p/–linear.

Proof. Let  W R �! End.M/ denote the homomorphism corresponding
to the R–module structure of M ,  .r/.m/ D rm. Since pM D f0g,
pR � ker. /. By Proposition 6.3.9,  factors through R=.p/; that is,
there is a homomorphism Q W R=.p/ �! End.M/ such that  D Q ı � ,
where � W R �! R=.p/ is the quotient map. Hence M is a vector space
over the field R=.p/. The action of R=.p/ on M is given by

.r C .p//x D Q .r C .p//.x/ D  .r/.x/ D rx:

Suppose that ' W M �! M is a surjectiveR–module homomorphism.
For x 2 M , p'.x/ D '.px/ D 0. Thus pM D p'.M/ D f0g, and M is
a also an R=.p/–vector space. Moreover,

'..r C .p//x/ D '.rx/ D r'.x/ D .r C .p//'.x/;

so ' is R=.p/–linear. n

We are now ready for the proof of uniqueness in Theorem 8.5.2.

Proof of Uniqueness in Theorem 8.5.2 Suppose that M has two direct
sum decompositions:

M D A0 ˚ A1 ˚ A2 ˚ � � � ˚ As;

where
� A0 is free,
� for i � 1, Ai Š R=.ai /, and
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� the ring elements ai are nonzero and noninvertible, and ai di-
vides aj for i � j ;

and also
M D B0 ˚ B1 ˚ B2 ˚ � � � ˚ Bt ;

where
� B0 is free,
� for i � 1, Bi Š R=.bi /, and
� the ring elements bi are nonzero and noninvertible, and bi di-

vides bj for i � j ;
We have to show that rank.A0/ D rank.B0/, s D t , and .ai / D .bi / for
all i � 1.

By Lemma 8.5.5 , we have

Mtor D A1 ˚ � � � ˚ As D B1 ˚ B2 ˚ � � � ˚ Bt :

Hence A0 Š M=Mtor Š B0. By uniqueness of rank (Lemma 8.4.1),
rank.A0/ D rank.B0/.

It now suffices to prove that the two decompositions of Mtor are es-
sentially the same, so we may assume that M D Mtor for the rest of the
proof.

Note that as and bt are periods ofM . So we can assume as D bt D m.
We proceed by induction on the length of m, that is, the number of

irreducibles (with multiplicity) occuring in an irreducible factorization of
m. If this number is one, then m is irreducible, and all of the bi and aj
are associates of m. In this case, we have only to show that s D t . Since
mM D f0g, by Lemma 8.5.7, M is an R=.m/–vector space; moreover,
the first direct sum decomposition gives M Š .R=.m//s and the second
gives M Š .R=.m//t as R=.m/–vector spaces. It follows that s D t by
uniqueness of dimension.

We assume now that the length of m is greater than one and that the
uniqueness assertion holds for all finitely generated torsion modules with
a period of smaller length.

Let p be an irreducible in R. Then x 7! px is a module endomor-
phism ofM that maps each Ai into itself. According to Lemma 8.5.6, if p
divides ai then Ai=pAi Š R=.p/, but if p is relatively prime to ai , then
Ai=pAi D f0g.

We have
M=pM Š .A1 ˚ A2 ˚ � � � ˚ As/=.pA1 ˚ pA2 ˚ � � � ˚ pAs/

Š A1=pA1 ˚ A2=pA2 ˚ � � � ˚ As=pAs Š .R=.p//k;

where k is the number of ai such that p divides ai .
Since p.M=pM/ D f0g, according to Lemma 8.5.7, all theR–modules

in view here are actually R=.p/–vector spaces and the isomorphisms are
R=.p/–linear. It follows that the number k is the dimension of M=pM
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as an R=.p/–vector space. Applying the same considerations to the other
direct sum decomposition, we obtain that the number of bi divisible by p
is also equal to dimR=.p/.M=pM/.

If p is an irreducible dividing a1, then p divides all of the ai and
exactly s of the bi . Hence s � t . Reversing the role of the two decom-
positions, we get t � s. Thus the number of direct summands in the two
decompositions is the same.

Fix an irreducible p dividing a1. Then p divides aj and bj for 1 �

j � s. Let k0 be the last index such that ak0=p is a unit. Then pAj is
cyclic of period aj =p for j > k0, while pAj D f0g for j � k0, and
pM D pAk0C1 ˚ � � � ˚ pAs . Likewise, let k00 be the last index such that
bk00=p is a unit. Then pBj is cyclic of period bj =p for j > k00, while
pBj D f0g for j � k00, and pM D pBk00C1 ˚ � � � ˚ pBs .

Applying the induction hypothesis to pM (which has period m=p)
gives k0 D k00 and .ai=p/ D .bi=p/ for all i > k0. It follows that .ai / D

.bi / for all i > k0. But for 1 < i � k0, we have .ai / D .bi / D .p/. n

The elements ai appearing in the direct sum decomposition of the
Structure Theorem are called the invariant factors of M . They are de-
termined only up to multiplication by units.

Corollary 8.5.8. Let R be a principal ideal domain, and let M be a
(nonzero) finitely generated torsion module over R. Suppose that there
exists an irreducible p inR and a natural number n such that pnM D f0g.

(a) There exist natural numbers s1 � s2 � � � � sk such that

M Š R=.ps1/˝R=.ps2/˝ � � � ˝R=.psk /:

(b) The sequence of exponents in part (b) is unique. That is, if t1 �

t2 � � � � � t`, and

M Š R=.pt1/˝R=.pt2/˝ � � � ˝R=.pt`/:

then k D ` and ti D si for all i .

Proof. This is just the special case of the theorem for a module whose
period is a power of an irreducible. n

The Primary Decomposition

Let M be a finitely generated torsion module over a principal ideal
domain R. For each irreducible p 2 R , define

MŒp� D fx 2 M W pjx D 0 for some j g:

It is straightforward to check that MŒp� is a submodule of M . If p and
p0 are associates, then MŒp� D MŒp0�. Note that prx D 0 for x 2
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MŒp�, where pr is the largest power of p dividing the periodm ofM . See
Exercise 8.5.8. MŒp� D f0g if p does not divide m.

We will show that M is the (internal) direct sum of the submodules
MŒp� for p appearing in an irreducible factorization of a period of M ..

Theorem 8.5.9. (Primary decomposition theorem) LetM be a finitely gen-
erated torsion module over a principal ideal domain R, let m be a period
of M with irreducible factorization m D p

m1

1 p
m2

2 � � �p
ms
s . Then

M Š MŒp1�˚ � � � ˚MŒpk�:

Proof. For each index i let ri D m=p
mi

i ; that is, ri is the product of all
the irreducible factors of m that are relatively prime to pi . For all x 2 M ,
we have rix 2 MŒpi �, because pmi

i .rix/ D mx D 0. Furthermore, if
x 2 MŒpj � for some j ¤ i , then rix D 0, because pmj

j divides ri .
The greatest common divisor of fr1; : : : ; rsg is 1. Therefore, there

exist t1; : : : ; ts in R such that t1r1C� � �C tsrs D 1. Hence for any x 2 M ,
x D 1x D t1r1x C � � � C tsrsx 2 MŒp1�CMŒp2�C � � � CMŒps�. Thus
G D MŒp1�C � � � CMŒps�.

Suppose that xj 2 MŒpj � for 1 � j � s and
P
j xj D 0. Fix an index

i . Since rixj D 0 for j ¤ i , we have

0 D ri .
X
j

xj / D

X
j

rixj D rixi :

Because ri is relatively prime to the period of each nonzero element of
MŒpi �, it follows that xi D 0. Thus by Proposition 8.1.27

M D MŒp1�˚ � � � ˚MŒps�:

n

Corollary 8.5.10. Let y 2 M and write y D y1 C y2 C � � � C ys , where
yj 2 MŒpj � for each j . Then yj 2 Ry.

Proof. If rj and tj are as in the proof of the theorem, then yj D rj tjy. n

The primary decomposition and the Chinese remainder theorem. For
the remainder of this subsection, we study the primary decomposition of
a cyclic torsion module over a principal ideal domain R. The primary
decomposition of a cyclic torsion module is closely related to the Chinese
remainder theorem, as we shall explain.

Let R be a principal ideal domain. Let a 2 R be a nonzero nonunit
element. Let a D p

m1

1 p
m2
s � � �p

mt

t , where the pi are pairwise relatively
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prime irreducible elements of R. Consider the cyclic R–module M D

R=.a/.
Since a is a period of M , according to Theorem 8.5.9, the primary

decomposition of M is

M D MŒp1�˚ : : :M Œpt �:

For 1 � i � t , let ri D a=p
mi

i D
Q
k¤i p

mk

k
. For x 2 R, let Œx� denote

the class of x in R=.a/.
We claim that MŒpi � is cyclic with generator Œri � and period pmi

i for
each i , so MŒpi � Š R=.p

mi

i /.
Note that Œri � 2 MŒpi � and the period of Œri � is pmi

i . So it suf-
fices to show that Œri � generates MŒpi �. Since greatest common divisor of
fr1; : : : ; rsg is 1, there exist u1; : : : ; ut in R such that u1r1C � � � Cutrt D

1. Hence for any x 2 R, x D xu1r1 C � � � C xutrt , and

Œx� D xu1Œr1�C : : : xut Œrt �:

In particular, if Œx� 2 MŒpi �, then Œx� D xu1Œr1�, and Œri � generatesMŒpi �

as claimed.
We have shown:

Lemma 8.5.11. LetR be a principal idea domain. Let a 2 R be a nonzero
nonunit element. Let a D p

m1

1 p
m2
s � � �p

mt

t , where the pi are pairwise
relatively prime irreducible elements of R. Then

R=.a/ Š R=.p
m1

1 /˚ � � � ˚R=.p
mt

t /:

Example 8.5.12. Consider a.x/ D .x2 C 1/.x � 1/.x � 3/3 2 QŒx�. Let
M D QŒx�=.a.x//. Let Œb.x/� denote the class of a polynomial b.x/ in
M . We have

M D MŒx2 C 1�˚MŒx � 1�˚MŒx � 3�

Š QŒx�=..x2 C 1//˚ QŒx�=..x � 1//˚ QŒx�=..x � 3/3/:

Set ˛1.x/ D x2C1, ˛2.x/ D .x�1/, and ˛3.x/ D .x�3/3. Put r1.x/ D

˛2.x/˛3.x/, r2.x/ D ˛1.x/˛3.x/, and r3.x/ D ˛1.x/˛2.x/. Using the
method of Example 8.4.10, we can compute polynomials u1.x/; u2.x/; u3.x/,
such that

u1.x/r1.x/C u2.x/r2.x/C u3.x/r3.x/ D 1:
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The result is

u1.x/ D
1

500
.11x � 2/

u2.x/ D
1

4000
.11x3 � 112x2 C 405x � 554/; and

u3.x/ D
�
x2 � 8x C 19

�
u2.x/:

For any polynomial b.x/, we have

Œb.x/� D Œb.x/u1.x/r1.x/�C Œb.x/u2.x/r2.x/�C Œb.x/u3.x/r3.x/�

is the explicit decomposition of Œb.x/� into primary components. For ex-
ample, if we take b.x/ D x5 C 4x3 (and reduce polynomials mod a.x/ at
every opportunity) we get

Œb.x/� D
3

500
.2x C 11/ Œr1.x/� �

5

16
Œr2.x/�

C
9

2000
.289x2 � 324x C 2271/ Œr3.x/�:

Using similar considerations, we can also obtain a procedure for solv-
ing any number of simultaneous congruences.

Theorem 8.5.13. (Chinese remainder theorem). Suppose ˛1, ˛2, . . . ,˛s
are pairwise relatively prime elements of a principal ideal domain R, and
x1,x2, . . . , xs are arbitrary elements ofR. There exists an x 2 R such that
x � ximod ˛i for 1 � i � s. Moreover, x is unique up to congruence
mod a D ˛1˛2 � � �˛s .

Proof. We wish to find elements yi for 1 � i � s such that

yi � 0mod j̨ for j ¤ i and yi � 1mod ˛i :

If this can be done, then

x D x1y1 C x2y2 C � � � xsys

is a solution to the simultaneous congruence problem. As a first approx-
imation to yi , take ri D a=˛i . Then ri � 0mod j̨ for j ¤ i . More-
over, ri is relatively prime to ˛i , so there exist elements ui ; vi such that
1 D uiri C vi˛i . Set yi D uiri . Then yi D uiri � 1mod ˛i and
yi � 0mod j̨ for j ¤ i . The proof of the uniqueness statement is left to
the reader. n
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Example 8.5.14. Consider ˛1.x/ D x2C1, ˛2.x/ D .x�1/ and ˛3.x/ D

.x�3/3. Find polynomials yi .x/ in QŒx� for 1 � i � 3 such that yi .x/ �

1mod ˛i .x/ and yi � 0mod j̨ .x/ for j ¤ i .
Let a.x/ D ˛1.x/˛2.x/˛3.x/. As in the proof of Theorem 8.5.13,

set r1.x/ D ˛2.x/˛3.x/, r2.x/ D ˛1.x/˛3.x/, and r3.x/ D ˛1.x/˛2.x/.
For each i , we have to find ui .x/ such that ui .x/ri .x/ � 1mod ˛i .x/.
Then we can take yi .x/ to be ui .x/ri .x/. The results are

y1.x/ D
11x � 2

500
r1.x/;

y2.x/ D �
1

16
r2.x/

y3.x/ D
81x2 � 596x C 1159

2000
r3.x/:

The Elementary Divisor Decomposition

Lemma 8.5.15. Suppose a finitely generated torsion module M over a
principal ideal domain R is an internal direct sum of a collection fCig of
cyclic submodules, each having period a power of a prime. Then for each
irreducible p, the sum of those Ci that are annihilated by a power of p is
equal to MŒp�.

Proof. Let p1; p2; : : : ; ps be a list of the irreducibles appearing in an irre-
ducible factorization of a period m of M .

Denote by AŒpj � the sum of those Ci that are annihilated by a power
of pj . Then AŒpj � � MŒpj � and M is the internal direct product of the
submodules AŒpj �. Since M is also the internal direct product of the sub-
modules MŒpj �, it follows that AŒpj � D MŒpj � for all j . n

Theorem 8.5.16. (Structure Theorem for Finitely Generated Torsion Mod-
ules over a PID, Elementary Divisor Form) Let R be a principal ideal
domain, and let M be a (nonzero) finitely generated torsion module over
R. Then M isomorphic to a direct sum of cyclic submodules, each having
period a power of an irreducible,

M Š

M
j

M
i

R=.p
ni;j

j /

The number of direct summands, and the annihilator ideals .pni;j

j / of the
direct summands are uniquely determined (up to order).
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Proof. For existence, first decompose M as the direct sum of its primary
components:

M D MŒp1�˚ � � � ˚MŒpk�

using Theorem 8.5.9, and then apply Corollary 8.5.8 to each of the primary
components. Alternatively, first apply the invariant factor decomposition
toM , exhibitingM as a direct sum of cyclic modules. Then apply the pri-
mary decomposition to each cyclic module; by Lemma 8.5.11, one obtains
a direct sum of cyclic modules with period a power of an irreducible.

For uniqueness, suppose that fCi W 1 � i � Kg and fDi W 1 � i � Lg

are two families of cyclic submodules of M , each with period a power of
an irreducible, such that M D C1 ˚ � � � ˚ CK and M D D1 ˚ � � � ˚DL.

Letm be a period ofM with irreducible factorizationm D p
m1

1 � � �p
ms
s .

Then for each of the cyclic submodules in the two families has period a
power of one of the irreducibles p1; : : : ; ps . Relabel and group the two
families accordingly:

fCig D

[
pj

fCi;j W 1 � i � K.j /g; and

fDig D

[
pj

fDi;j W 1 � i � L.j /g;

where the periods of Ci;j and Di;j are powers of pj . It follows from the
previous lemma that for each j ,

K.j /M
iD1

Ci;j D

L.j /M
iD1

Di;j D MŒpj �:

Corollary 8.5.8 implies thatK.j / D L.j / and the annihilator ideals of the
submodules Ci;j agree with those of the submodules Di;j up to order.

It follows that K D L and that the list of annihilator ideals of the
submodules Ci agree with the list of annihilator ideals of the submodules
Di , up to order. n

The periods pni;j

j of the direct summands in the decomposition de-
scribed in Theorem 8.5.16 are called the elementary divisors of M . They
are determined up to multiplication by units.

Example 8.5.17. Let

f .x/ D .x � 2/4.x � 1/

and
g.x/ D .x � 2/2.x � 1/2

�
x2 C 1

�3
:

The factorizations displayed for f .x/ and g.x/ are the irreducible factor-
izations in QŒx�. Let M denote the QŒx�–module M D QŒx�=.f / ˚
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QŒx�=.g/. Then

M Š QŒx�=..x � 2/4/˚ QŒx�=..x � 1//

˚ QŒx�=..x � 2/2/˚ QŒx�=..x � 1/2/˚ QŒx�=..x2 C 1/3/

The elementary divisors of M are .x � 2/4; .x � 2/2; .x � 1/2; .x � 1/,
and .x2 C 1/3. Regrouping the direct summands gives:

M Š
�
QŒx�=..x � 2/4/˚ QŒx�=..x � 1/2/˚ QŒx�=..x2 C 1/3/

�
˚
�
QŒx�=..x � 2/2/˚ QŒx�=..x � 1//

�
Š QŒx�=..x � 2/4.x � 1/2

�
x2 C 1

�2
/˚ QŒx�=..x � 2/2.x � 1//:

The invariant factors of M are .x � 2/4.x � 1/2
�
x2 C 1

�3 and
.x � 2/2.x � 1/.

Exercises 8.5

8.5.1. Let R be an integral domain, M an R–module and S a subset of R.
Show that ann.S/ is an ideal of R and ann.S/ D ann.RS/.

8.5.2. Let M be a module over an integral domain R. Show that M=Mtor
is torsion free

8.5.3. Let M be a module over an integral domain R. Suppose that M D

A˚B , whereA is a torsion submodule andB is free. Show thatA D Mtor.

8.5.4. Let R be an integral domain. Let B be a maximal linearly indepen-
dent subset of an R–module M . Show that RB is free and that M=RB is
a torsion module.

8.5.5. Let R be an integral domain with a non–principal ideal J . Show
that J is torsion free as an R–module, that any two distinct elements of J
are linearly dependent over R, and that J is a not a free R–module.

8.5.6. Show that M D Q=Z is a torsion Z–module, that M is not finitely
generated, and that ann.M/ D f0g.

8.5.7. Let R be a principal ideal domain. The purpose of this exercise is to
give another proof of the uniqueness of the invariant factor decomposition
for finitely generated torsion R–modules.

Let p be an irreducible of R.
(a) Let a be a nonzero, nonunit element of R and consider M D

R=.a/. Show that for k � 1, pk�1M=pkM Š R=.p/ if pk

divides a and pk�1M=pkM D f0g otherwise.
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(b) Let M be a finitely generated torsion R–module, with a direct
sum decomposition

M D A1 ˚ A2 ˚ � � � ˚ As;

where
� for i � 1, Ai Š R=.ai /, and
� the ring elements ai are nonzero and noninvertible, and ai

divides aj for i � j ;
Show that for k � 1, pk�1M=pkM Š .R=.p//mk.p/, where
mk.p/ is the number of ai that are divisible by pk . Conclude
that the numers mk.p/ depend only on M and not on the choice
of the direct sum decomposition M D A1 ˚ A2 ˚ � � � ˚ As .

(c) Show that the numbers mk.p/, as p and k vary, determine s and
also determine the ring elements ai up to associates. Conclude
that the invariant factor decomposition is unique.

8.5.8. Let M be a finitely generated torsion module over a PID R. Let m
be a period of M with irreducible factorization m D p

m1

1 � � �p
ms
s . Show

that for each i and for all x 2 MŒpi �, p
mi

i x D 0.

8.6. Rational canonical form
In this section we apply the theory of finitely generated modules of a

principal ideal domain to study the structure of a linear transformation of
a finite dimensional vector space.

If T is a linear transformation of a finite dimensional vector space
V over a field K, then V has a KŒx�–module structure determined by
f .x/v D f .T /v for f .x/ 2 KŒx� and v 2 V . Since V is finitely gener-
ated as a K–module, it is finitely generated as a KŒx�–module. Moreover,
V is a torsion module over KŒx�. In fact, if V is n–dimensional, then
EndK.V / is an n2–dimensional vector space over K, so the n2 C 1 linear
transformations id; T; T 2; : : : ; T n

2

are not linearly independent. There-
fore, there exist ˛0; : : : ; ˛n2 such that

Pn2

jD0 j̨T
j D 0 in EndK.V /. But

this means that the polynomial
Pn2

jD0 j̨x
j is in the annihilator of V in

KŒx�.
AKŒx�–submodule of V is a vector subspace V1 that is invariant under

T , T v 2 V1 for all v 2 V1. If .x1; : : : ; xn/ is an ordered basis of V such
that the first k basis elements form a basis of V1, then the matrix of T with
respect to this basis has the block triangular form:�

A B

0 C

�
:
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If V D V1˚V2 where both V1 and V2 are invariant under T , and .x1; : : : ; xn/
is an ordered basis of V such that the first k elements constitute a basis of
V1 and the remaining elements constitute a basis of V2, then the matrix of
T with respect to this basis has the block diagonal form:�

A 0

0 C

�
:

If V is the direct sum of several T –invariant subspaces,

V D V1 ˚ � � � ˚ Vs;

then with respect to an ordered basis that is the union of bases of the sub-
spaces Vi , the matrix of T has the block diagonal form:

A D

26664
A1 0 � � � 0

0 A2 � � � 0
:::

:::
: : : 0

0 0 � � � As

37775 :
In this situation, let Ti denote the restriction of T to the invariant subspace
subspace Vi . In the block diagonal matrix above, Ai is the matrix of Ti
with respect to some basis of Vi . We write

.T; V / D .T1; V1/˚ � � � ˚ .Ts; Vs/;

or just
T D T1 ˚ � � � ˚ Ts

to indicate that V is the direct sum of T –invariant subspaces and that Ti is
the restriction of T to the invariant subspace Vi . We also write

A D A1 ˚ � � � ˚ As

to indicate that the matrix A is block diagonal with blocks A1; : : : ; As .
A strategy for understanding the structure of a linear transformation T

is to find such a direct sum decomposition so that the component transfor-
mations Ti have a simple form.

Because V is a finitely generated torsion module over the Euclidean
domainKŒx�, according to Theorem 8.5.2, .T; V / has a direct sum decom-
position

.T; V / D .T1; V1/˚ � � � ˚ .Ts; Vs/;

where Vi is a cyclic KŒx�–module

Vi Š KŒx�=.ai .x//;

deg.ai .x// � 1 (that is, ai .x/ is not zero and not a unit) and ai .x/ divides
aj .x/ if i � j . Moreover, if we insist that the ai .x/ are monic, then they
are unique. We call the polynomials ai .x/ the invariant factors of T .

To understand the structure of T , it suffices to understand how Ti acts
on the cyclic KŒx�–module Vi .



i
i

“bookmt” — 2006/8/8 — 12:58 — page 394 — #406 i
i

i
i

i
i

394 8. MODULES

Definition 8.6.1. The companion matrix of a monic polynomial a.x/ D

xd C ˛d�1x
d�1 C � � � C ˛1x C ˛0 is the matrix266666664

0 0 0 � � � 0 �˛0
1 0 0 � � � 0 �˛1
0 1 0 � � � 0 �˛2
:::

:::
: : :

: : : � � �
:::

0 0 0
: : : 0 �˛d�2

0 0 0 � � � 1 �˛d�1

377777775

We denote the companion matrix of a.x/ by Ca.

Lemma 8.6.2. Let T be a linear transformation on a finite dimensional
vector space V over K and let

a.x/ D xd C ˛d�1x
d�1

C � � � C ˛1x C ˛0 2 KŒx�:

The following conditions are equivalent:
(a) V is a cyclic KŒx�–module with annihilator ideal generated by

a.x/.
(b) V has a vector v0 such that V D span.fT j v0 W j � 0g/ and

a.x/ is the monic polynomial of least degree such that a.T /v0 D

0.
(c) V Š KŒx�=.a.x// as KŒx� modules.
(d) V has a basis with respect to which the matrix of T is the com-

panion matrix of a.x/.

Proof. We already know the equivalence of (a)-(c), at least implicitly,
but let us nevertheless prove the equivalence of all four conditions. V

is a cyclic module with generator v0, if, and only if, V D KŒx�v0 D

ff .T /v0 W f .x/ 2 KŒx�g D spanfT j v0 W j � 0g. Moreover, ann.V / D

ann.v0/ is the principal ideal generated by its monic element of least de-
gree, so ann.V / D .a.x// if, and only if, a.x/ is the polynomial of least
degree such that a.T /v0 D 0. Thus conditions (a) and (b) are equivalent.

If (b) holds, then f .x/ 7! f .x/v0 is a surjective module homomor-
phism fromKŒx� to V , and a.x/ is an element of least degree in the kernel
of this map, so generates the kernel. Hence V Š KŒx�=.a.x// by the
homomorphism theorem for modules.

In proving that (c) implies (d), we may assume that V is the KŒx�–
module KŒx�=.a.x//, and that T is the linear transformation

f .x/C .a.x// 7! xf .x/C .a.x//:
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Write J D .a.x// for convenience. I claim that

B D

�
1C J; x C J; : : : ; xd�1

C J
�

is a basis of KŒx�=.a.x// over K. In fact, for any f .x/ 2 KŒx�, we can
write f .x/ D q.x/a.x/C r.x/ where r.x/ D 0 or deg.r.x// < d . Then
f .x/ C J D r.x/ C J , which means that B spans KŒx�=.a.x// over K.
If B is not linearly independent, then there exists a nonzero polynomial
r.x/ of degree less than d such that r.x/ 2 J ; but this is impossible since
J D .a.x//. The matrix of T with respect to B is clearly the companion
matrix of a.x/, as T .xj C J / D xjC1 C J for j � d � 2 and T .xd�1 C

J / D xd C J D �.a0 C a1x C � � � C ad�1x
d�1/C J .

Finally, if V has a basis B D .v0; : : : ; vd�1/ with respect to which
the matrix of T is the companion matrix of a.x/, then vj D T j v0 for
j � d � 1 and T dv0 D T vd�1 D �.

Pd�1
iD0 ˛ivi / D �.

Pd�1
iD0 ˛iT

i /v0.
Therefore, V is cyclic with generator v0 and a.x/ 2 ann.v0/. No polyno-
mial of degree less than d annihilates v0, since fT j v0 W j � d � 1g D B

is linearly independent. This shows that condition (d) implies (b). n

Definition 8.6.3. Say that a matrix is in rational canonical form if it is
block diagonal 26664

Ca1
0 � � � 0

0 Ca2
� � � 0

:::
:::

: : : 0

0 0 � � � Cas

37775 ;
where Cai

is the companion matrix of a monic polynomial ai .x/ of degree
� 1, and ai .x/ divides aj .x/ for i � j

Theorem 8.6.4. (Rational canonical form) Let T be a linear transforma-
tion of a finite dimensional vector space V over a field K.

(a) There is an ordered basis of V with respect to which the matrix
of T is in rational canonical form.

(b) Only one matrix in rational canonical form appears as the matrix
of T with respect to some ordered basis of V .

Proof. According to Theorem 8.5.16, .T; V / has a direct sum decomposi-
tion

.T; V / D .T1; V1/˚ � � � ˚ .Ts; Vs/;
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where Vi is a cyclic KŒx�–module

Vi Š KŒx�=.ai .x//;

and the polynomials ai .x/ are the invariant factors of T . By Lemma 8.6.2,
there is a basis of Vi such that the matrix of Ti with respect to this basis
is the companion matrix of ai .x/. Therefore, there is a basis of V with
respect to which the matrix of T is in rational canonical form.

Now suppose that the matrix A of T with respect to some basis is in
rational canonical form, with blocks Cai

for 1 � i � s. It follows that
.T; V / has a direct sum decomposition

.T; V / D .T1; V1/˚ � � � ˚ .Ts; Vs/;

where the matrix of Ti with respect to some basis of Vi is Cai
. By Lemma

8.6.2, Vi Š KŒx�=.ai .x// as KŒx�–modules. Thus

V Š KŒx�=.a1.x//˚ � � � ˚KŒx�=.as.x//:

By the uniqueness of the invariant factor decomposition of V (Theorem
8.5.2), the polynomials ai .x/ are the invariant factors of theKŒx�–module
V , that is, the invariant factors of T . Thus the polynomials ai .x/, and
therefore the matrix A is uniquely determined by T . n

The matrix in rational canonical form whose blocks are the companion
matrices of the invariant factors of T is called the rational canonical form
of T .

Recall that two linear transformations T1 and T2 in EndK.V / are said
to be similar if there is an invertible U 2 EndK.V / such that T2 D

UT1U
�1. Likewise two matrices A1 and A2 are similar if there is an

invertible matrix S such that A2 D SA1S
�1.

According to the following result, the rational canonical form is a com-
plete invariant for similarity of linear transformations. We will see later
that the rational canonical form is computable, so we can actually check
whether two transformations are similar by computations.

Proposition 8.6.5. Two linear transformations T1 and T2 of a finite di-
mensional vector space V are similar if, and only if, they have the same
rational canonical form.

Proof. The rational canonical form of a linear transformation T deter-
mines, and is determined by, the invariant factor decomposition of the
KŒx�–module corresponding to T , as is clear from the proof of Theorem
8.6.4. Moreover, two finitely generated torsion KŒx�–modules have the
same invariant factor decomposition if, and only if, they are isomorphic.
So are assertion is equivalent to the statement that T1 and T2 are similar if,
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and only if, the KŒx�–modules determined by these linear transformations
are isomorphic as KŒx�–modules.

Let V1 denote V endowed with the KŒx�–module structure derived
from T1 and let V2 denote V endowed with the KŒx�–module structure
derived from T2. Suppose U W V1 �! V2 is aKŒx�–module isomorphism;
then U is a vector space isomorphism satisfying T2.Uv/ D x.Uv/ D

U.xv/ D U.T1v/. It follows that T2 D UT1U
�1.

Conversely, suppose that U is an invertible linear transformation such
that T2 D UT1U

�1. It follows that for all f .x/ 2 KŒx�, f .T2/ D

Uf .T1/U
�1; equivalently, f .T2/Uv D Uf .T1/v for all v 2 V But this

means that U is a KŒx�–module isomorphism from V1 to V2. n

Rational canonical form for matrices
Let A be an n–by–n matrix over a field K. Let T be the linear trans-

formation of Kn determined by left multiplication by A, T .v/ D Av for
v 2 Kn. Thus, A is the matrix of T with respect to the standard basis of
Kn. A second matrix A0 is similar to A if, and only if, A0 is the matrix
of T with respect to some other ordered basis. Exactly one such matrix is
in rational canonical form, according to Theorem 8.6.4. So we have the
following result:

Proposition 8.6.6. Any n–by–n matrix is similar to a unique matrix in
rational canonical form.

Definition 8.6.7. The unique matrix in rational canonical form that is sim-
ilar to a given matrix A is called the rational canonical form of A.

The blocks of the rational canonical form ofA are companion matrices
of monic polynomials a1.x/; : : : ; as.x/ such that ai .x/ divides aj .x/ if
i � j . These are called the invariant factors of A.

The rational canonical form is a complete invariant for similarity of
matrices.

Proposition 8.6.8. Two n–by–n matrices are similar in Matn.K/ if, and
only if, they have the same rational canonical form.

Proof. There is exactly one matrix in rational canonical form in each sim-
ilarity equivalence class, and that matrix is the rational canonical form of
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every matrix in the similarity class. If two matrices have the same rational
canonical form A, then they are both similar to A and therefore similar to
each other. n

Corollary 8.6.9. SupposeK � F are two fields andA;B are two matrices
in Matn.K/.

(a) The rational canonical form of A in Matn.F / is the same as the
rational canonical form of A in Matn.K/.

(b) A and B are similar in Matn.F / if, and only if, they are similar
in Matn.K/.

Proof. The similarity class (or orbit) of A in Matn.K/ is contained in
the similarity orbit of A in Matn.F /, and each orbit contains exactly one
matrix in rational canonical form. Therefore, the rational canonical form of
A in Matn.F /must coincide with the rational canonical form in Matn.K/.

IfA andB are similar in Matn.K/, they are clearly similar in Matn.F /.
Conversely, if they are similar in Matn.F /, then they have the same ratio-
nal canonical form in Matn.F /. By part (a), they have the same rational
canonical form in Matn.K/, and therefore they are similar in Matn.K/.

n

Let K � F be fields. (We say that K is a subfield of F or that F is a
field extension ofK.) Let A 2 Matn.K/ � Matn.F /. The matrix A deter-
mines a torsion KŒx�–module structure on Kn and a torsion F Œx�–module
structure on F n. The invariant factors of A as an element of Matn.K/ are
the invariant factors of the KŒx�–module Kn, and the invariant factors of
A as an element of Matn.F / are the invariant factors of the F Œx�–module
F n. But these are the same because the invariant factors of A determine,
and are determined by, the rational canonical form, and the rational canon-
ical form of A is the same in Matn.K/ and in Matn.F /.

Corollary 8.6.10. Let K � F be fields. Let A 2 Matn.K/ � Matn.F /.
The invariant factors of A as an element of Matn.K/ are the same as the
invariant factors of A as an element of Matn.F /.

Computing the rational canonical form
We will now investigate how to actually compute the rational canonical

form. Let T be a linear transformation of an n–dimensional vector space
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with basis fe1; : : : ; eng. Let A D .ai;j / be the matrix of T with respect to
this basis, so Tej D

P
i ai;j ei .

Let F be the free KŒx�–module with basis ff1; : : : ; fng and define
˚ W F �! V by

P
j hi .x/fi 7!

P
j hi .T /ei . Then ˚ is a surjective

KŒx�–module homomorphism. We need to find the kernel of ˚ .
The transformation T can be “lifted” to a KŒx�–module homomor-

phism of F by using the matrix A. Define T W F �! F by requiring that
Tfj D

P
i ai;jfi . Then we have ˚.Tf / D T˚.f / for all f 2 F .

I claim that the kernel of ˚ is the range of x � T . This follows from
three observations:

1. range.x � T / � ker.˚/.
2. range.x � T /C F0 D F , where F0 denotes the set of K–linear

combinations of ff1; : : : ; fng.
3. ker.˚/ \ F0 D f0g.

The first of these statements is clear since ˚.xf / D ˚.Tf / D T˚.f / for
all f 2 F . For the second statement, note that for any h.x/ 2 KŒx�,

h.x/fj D .h.x/ � h.T //fj C h.T /fj :

Since multiplication by x and application of T commute, there is a poly-
nomial g of two variables such that h.x/ � h.T / D .x � T /g.x; T /. See
Exercise 8.6.1 Therefore,

.h.x/ � h.T //fj 2 range.x � T /;

while h.T /fj 2 F0. Finally, if
P
i ˛ifi 2 ker.˚/ \ F0, then 0 D

˚.
P
i ˛ifi / D

P
i ˛iei . Hence ˛i D 0 for all i .

Set wj D .x �T /fj D xfj �
P
i ai;jfi . I claim that fw1; : : : ; wng is

a basis overKŒx� of range.x�T / D ker.˚/. In fact, this set clearly spans
range.x�T / overKŒx� because x�T is aKŒx�–module homomorphism.
We have

Œw1; : : : ; wn� D Œf1; : : : ; fn�.xEn � A/; (8.6.1)

and the determinant of the matrix xEn�A is a monic polynomial of degree
n inKŒx�, so in particular nonzero. The matrix xEn�A is not invertible in
Matn.KŒx�/, but it is invertible in Matn.K.x//, matrices over the field of
rational functions, and this suffices to imply that fw1; : : : ; wng is linearly
independent over KŒx�. See Exercise 8.6.2.

Computing the rational canonical form of T is virtually the same thing
as computing the invariant factor decomposition of the KŒx�–module V
derived from T . We now have the ingredients to do this: we have a free
module F and a KŒx�–module homomorphism of F onto V . We have a
basis of ker.˚/ and the “transition matrix” from a basis of F to the basis of
ker.˚/, as displayed in Equation (8.6.1). So to compute the invariant factor
decomposition, we have to diagonalize the matrix xEn�A 2 Matn.KŒx�/
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by row and column operations. We want the diagonal entries of the result-
ing matrix to be monic polynomials, but this only requires some additional
row operations of type two (multiplying a row by unit in KŒx�.) We can
compute invertible matrices P and Q such that

P.xEn � A/Q D D.x/ D diag.1; 1; : : : ; 1; a1.x/; a2.x/; : : : ; as.x//;

where the ai .x/ are monic and ai .x/ divides aj .x/ for i � j . The poly-
nomials ai .x/ are the invariant factors of T , so they are all we need in
order to write down the rational canonical form of T . But we can actually
compute a basis of V with respect to which the matrix of T is in rational
canonical form.

We have xEn � A D P�1D.x/Q�1, so

Œw1; : : : ; wn�Q
�1

D Œf1; : : : ; fn�P
�1D.x/:

(Let us mention here that we compute the matrix P as a product of ele-
mentary matrices implementing the row operations; we can compute the
inverse of each of these matrices without additional effort, and thus we can
compute P�1 without additional effort.) Set

Œf1; : : : ; fn�P
�1

D Œy1; : : : ; yn�s; z1; : : : ; zs�:

This is a basis of F over KŒx�, and

Œy1; : : : ; yn�s; z1; : : : ; zs�D.x/ D Œy1; : : : ; yn�s; a1.x/z1; : : : ; as.x/zs�

is a basis of ker.˚/. It follows that

fv1; : : : ; vsg WD f˚.z1/; : : : ; ˚.zs/g

are the generators of cyclic subspaces V1; : : : ; Vs of V , such that V D

V1 ˚ � � � ˚ Vs , and vj has period aj .x/. One calculates these vectors with
the aid of T : if P�1 D .bi;j .x//, then

zj D

X
i

bi;n�sCj .x/fi ;

so

vj D

X
i

bi;n�sCj .T /ei :

Let ıj denote the degree of aj .x/. Then

.v1; T v1; : : : ; T
ı1�1v1I v2; T v2; : : : ; T

ı2�1v2I : : : /

is a basis of V with respect to which the matrix of T is in rational canonical
form. The reader is asked to fill in some of the details of this discussion in
Exercise 8.6.3.
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Example 8.6.11. Consider the matrix

A D

266664
�1 0 0 0 3

1 2 0 �4 0

3 1 2 �4 �3

0 0 0 1 0

�2 0 0 0 4

377775 2 QŒx�

We compute the rational cononical form of A and an invertible matrix S
such that S�1AS is in rational canonical form. (Let T denote the linear
transformation of Q5 determined by multiplication by A, The columns of
S form a basis of Q5 with respect to which the matrix of T is in rational
canonical form.)

Using the algorithm described in the proof of Proposition 8.4.6, we
compute the Smith normal form of xE6 � A in QŒx�. That is we compute
invertible matrices P;Q 2 Mat6.QŒx�/ such that

P.xEn � A/Q D D.x/ D diag.1; 1; : : : ; 1; a1.x/; a2.x/; : : : ; as.x//;

where the ai .x/ are monic and ai .x/ divides aj .x/ for i � j .2 The result
is

D.x/ D

266664
1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 �1C x 0

0 0 0 0 .�2C x/3.�1C x/

377775 :
Therefore, the invariant factors of A are a1.x/ D x � 1 and a2.x/ D

.�2 C x/3.�1 C x/ D x4 � 7x3 C 18x2 � 20x C 8. Consequently, the
rational canonical form of A is

�
Ca1.x/ 0

0 Ca2.x/

�
D

266664
1 0 0 0 0

0 0 0 0 �8

0 1 0 0 20

0 0 1 0 �18

0 0 0 1 7

377775 :
Now we consider how to find a basis with respect to which the transfor-
mation T determined by multiplication by A is in rational canonical form.
Q5 D V1 ˚ V2, where each of V1 and V2 is invariant under T and cyclic
for T . The subspace V1 is one–dimensional and the subspace V2 is four–
dimensional. We obtain cyclic vectors for these two subspaces using the

2 Examples of computations of rational canonical form can be found in the notebook
Canonical-Form-Examples.nb, also available on my webpage.
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last two columns of the polynomial matrix P�1, which are266664
0 0

0 0

0 0

�1C 3x � x2 �
3
4
.�1C x/

4
3
.�2C x/ 1

377775 :
The cyclic vector v1 for V1 is

.�1C 3x � x2/ Oe4 C
4

3
.x � 2/ Oe5

D .�1C 3A � A2/ Oe4 C
4

3
.A � 2/ Oe5 D

266664
4

0

0

1

8=3

377775 :
The cyclic vector v2 for V2 is

�
3

4
.�1C x/ Oe4 C Oe5 D �

3

4
.�1C A/ Oe4 C Oe5 D

266664
0

3

3

0

1

377775 :
The remaining vectors in the basis of V2 are

Av2 D

266664
3

6

6

0

4

377775 ; A2v2 D

266664
9

15

15

0

10

377775 ; A3v2 D

266664
21

39

42

0

22

377775 :
The matrix S has columns v1; v2; v3; v4; v5. Thus

S D

266664
4 0 3 9 21

0 3 6 15 39

0 3 6 15 42

1 0 0 0 0

8=3 1 4 10 22

377775
Finally, to check our work, we can compute that, indeed, S�1AS is the
rational canonical form of A.

The characteristic polynomial and minimal polynomial
Let A 2 Matn.K/. Write x � A for xEn � A. We define the charac-

teristic polynomial of A by �A.x/ D det.x � A/. The reader can check
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that �A.x/ is a similarity invariant for A; that is, it is unchanged if A is re-
placed by a similar matrix. Let V be an n–dimensional vector space over
K and let T 2 EndK.V /. If A is the matrix of T with respect to some
basis of V , define �T .x/ D �A.x/. It follows from the invariance of �A
under similarity that �T is well–defined (does not depend on the choice of
basis) and that �T is a similarity invariant for linear transformations. See
Exercise 8.6.5. �T .x/ is called the characteristic polynomial of T .

Let A be the matrix of T with respect to some basis of V . Consider
the diagonalization of xEn � A in Matn.KŒx�/,

P.xEn � A/Q D D.x/ D diag.1; 1; : : : ; 1; a1.x/; a2.x/; : : : ; as.x//;

where the ai .x/ are the (monic) invariant factors of T . We have

�T .x/ D �A.x/ D det.xEn � A/ D det.P�1/ det.D.x// det.Q�1/:

P�1 andQ�1 are invertible matrices in Matn.KŒx�/, so their determinants
are units in KŒx�, that is nonzero elements of K. Because both �T .x/ and
det.D.x// are monic polynomials, it follows that det.P�1/ det.Q�1/ D 1,
and �T .x/ D det.D.x// D

Q
i ai .x/. We have proved:

Proposition 8.6.12. The characteristic polynomial of T 2 Endk.V / is the
product of the invariant factors of T . The characteristic polynomial of
A 2 Matn.K/ is the product of the invariant factors of A.

The minimal polynomial�T .x/ of a linear transformation T 2 EndK.V /
is defined to be the largest of the invariant factors of T . Thus �T .x/ is the
period of the KŒx�–module determined by T . Since �T .x/ is the monic
generator of the annihilator of the KŒx�–module V , it is characterized as
the monic polynomial of least degree in ann.V /, that is, the monic polyno-
mial of least degree such that �T .T / D 0.

The minimal polynomial �A.x/ of a matrixA 2 Matn.K/ is defined to
be the largest invariant factor ofA. The polynomial �A.x/ is characterized
as the monic polynomial of least degree such that �A.A/ D 0.

The following result is a corollary of Proposition 8.6.12.

Corollary 8.6.13. (Cayley-Hamilton Theorem) Let T 2 EndK.V /
(a) The minimal polynomial of T divides the characteristic polyno-

mial of T
(b) The minimal polynomial of T has degree at most dim.V /.
(c) �T .T / D 0.

Proof. This is immediate, since �T .x/ is the largest invariant factor of T ,
and �T .x/ is the product of all of the invariant factors. n
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Let us make a few more remarks about the relation between the mini-
mal polynomial and the characteristic polynomial. All of the invariant fac-
tors of T divide the minimal polynomial �T .x/, and �T .x/ is the product
of all the invariant factors. It follows that �T .x/ and �T .x/ have the same
irreducible factors, but with possibly different multiplicities. Since � 2 K

is a root of a polynomial exactly when x � � is an irreducible factor, we
also have that �T .x/ and �T .x/ have the same roots, but with possibly
different multiplicities. Finally, the characteristic polynomial and the min-
imal polynomial coincide precisely if V is a cyclic KŒx�–module; i.e., the
rational canonical form of T has only one block.

Of course, statements analogous to Corollary 8.6.13, and of these re-
marks, hold for a matrixA 2 Matn.K/ in place of the linear transformation
T .

The roots of the characteristic polynomial (or of the minimal polyno-
mial) of T 2 EndK.V / have an important characterization.

Definition 8.6.14. We say that an nonzero vector v 2 V is an eigenvector
of T with eigenvalue �, if T v D �v. Likewise, we say that a nonzero
vector v 2 Kn is an eigenvector of A 2 Matn.K/ with eigenvalue � if
Av D �v.

The words “eigenvector” and “eigenvalue” are half-translated German
words. The German Eigenvektor and Eigenwert mean “characteristic vec-
tor” and “characteristic value.”

Proposition 8.6.15. Let T 2 EndK.V /. An element � 2 K is a root of
�T .x/ if, and only if, T has an eigenvector in V with eigenvalue �.

Proof. Exercise 8.6.7 n

Exercises 8.6

8.6.1. Let h.x/ 2 KŒx� be a polynomial of one variable. Show that there is
a polynomial g.x; y/ 2 KŒx; y� such that h.x/� h.y/ D .x � y/g.x; y/.

8.6.2. Consider fw1; : : : ; wng defined by Equation 8.6.1. Show that
fw1; : : : ; wng is linearly independent over KŒx�.

8.6.3. Verify the following assetions made in the text regarding the com-
putation of the rational canonical form of T . Suppose that F is a free
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KŒx� module, ˚ W F �! V is a surjective KŒx�–module homomorphism,
.y1; : : : ; yn�s; z1; : : : ; zs/ is a basis of F , and

.y1; : : : ; yn�s; a1.x/z1; : : : ; as.x/zs/

is a basis of ker.˚/. Set vj D ˚.zj / for 1 � j � s, and

Vj D KŒx�vj D span.fp.T /vj W p.x/ 2 KŒx�g/:

(a) Show that V D V1 ˚ � � � ˚ Vs .
(b) Let ıj be the degree of aj .x/. Show that

�
vj ; T vj ; : : : ; T

ıj �1vj

�
is a basis of Vj . and that the matrix of TjVj

with respect to this
basis is the companion matrix of aj .x/.

8.6.4. Let A D

2664
7 4 5 1

�15 �10 �15 �3

0 0 5 0

56 52 51 15

3775. Find the rational canonical

form of A and find an invertible matrix S such that S�1AS is in rational
canonical form.

8.6.5. Show that �A is a similarity invariant of matrices. Conclude that for
T 2 EndK.V /, �T is well defined, and is a similarity invariant for linear
transformations.

8.6.6. Since �A.x/ is a similarity invariant, so are all of its coefficients.
Show that the coefficient of xn�1 is the negative of the trace tr.A/, namely
the sum of the matrix entries on the main diagonal of A. Conclude that the
trace is a similarity invariant.

8.6.7. Show that � is a root of �T .x/ if, and only if, T has an eigenvector
in V with eigenvalue �. Show that v is an eigenvector of T for some eigen-
value if, and only if, the one dimensional subspace Kv � V is invariant
under T .

The next four exercises give an alternative proof of the Cayley-Hamilton
theorem. Let T 2 EndK.V /, where V is n–dimensional. Assume that the
fieldK contains all roots of �T .x/; that is, �T .x/ factors into linear factors
in KŒx�.

8.6.8. Let V0 � V be any invariant subspace for T . Show that there is a
linear operator T on V=V0 defined by

T .v C V0/ D T .v/C V0

for all v 2 V . Suppose that .v1; : : : ; vk/ is an ordered basis of V0, and that

.vkC1 C V0; : : : ; vn C V0/

is an ordered basis of V=V0. Suppose, moreover, that the matrix of TjV0

with respect to .v1; : : : ; vk/ is A1 and the matrix of T with respect to
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.vkC1 C V0; : : : ; vn C V0/ is A2. Show that .v1; : : : ; vk; vkC1; : : : ; vn/ is
an orderd basis of V and that the matrix of T with respect to this basis has
the form �

A1 B

0 A2

�
;

where B is some k–by–.n � k/ matrix.

8.6.9. Use the previous two exercises, and induction on n to conclude that
V has some basis with respect to which the matrix of T is upper triangular;
that means that all the entries below the main diagonal of the matrix are
zero.

8.6.10. Suppose that A0 is the upper triangular matrix of T with respect to
some basis of V . Denote the diagonal entries of A0 by .�1; : : : ; �n/; this
sequence may have repetitions. Show that �T .x/ D

Q
i .x � �i /.

8.6.11. Let .v1; : : : ; vn/ be a basis of V with respect to which the matrixA0

of T is upper triangular, with diagonal entries .�1; : : : ; �n/. Let V0 D f0g

and Vk D span.fv1; : : : ; vkg/ for 1 � k � n. Show that T � �k maps Vk
into Vk�1 for all k, 1 � k � n. Show by induction that

.T � �k/.T � �kC1/ � � � .T � �n/

maps V into Vk�1 for all k, 1 � k � n. Note in particular that

.T � �1/ � � � .T � �n/ D 0:

Using the previous exercise, conclude that �T .T / D 0, the characteristic
polynomial of T , evaluated at T , gives the zero transformation.

Remark 8.6.16. The previous four exercises show that �T .T / D 0, under
the assumption that all roots of the characteristic polynomial lie inK. This
restriction can be removed, as follows. First, the assertion �T .T / D 0

for T 2 EndK.V / is equivalent to the assertion that �A.A/ D 0 for
A 2 Matn.K/. Let K be any field, and let A 2 Matn.K/. If F is any
field with F � K then A can be considered as an element of Matn.F /.
The characteristic polynomial of A is the same whether A is regarded as a
matrix with entries inK or as a matrix with entries in F . Moreover, �A.A/
is the same matrix, whether A is regarded as a matrix with entries in K or
as a matrix with entries in F .

As is explained in Section 9.2, there exists a field F � K such that all
roots of �A.x/ lie in F . It follows that �A.A/ D 0.

8.7. Jordan Canonical Form
We continue with the analysis of the previous section. If T is a linear

transformation of a finite dimensional vector space V over a field K, then



i
i

“bookmt” — 2006/8/8 — 12:58 — page 407 — #419 i
i

i
i

i
i

8.7. JORDAN CANONICAL FORM 407

V has the structure of a finitely generated torsion module over KŒx�, de-
fined by f .x/v D f .T /v for f .x/ 2 KŒx�. A decomposition of V as a
direct sum of KŒx�–submodules is the same as decomposition as a direct
sum of T –invariant linear subspaces. The rational canonical form of T
corresponds to the invariant factor decomposition of the KŒx�–module V .

We now consider the elementary divisor decomposition of V (which
may be regarded as a refinement of the invariant factor decomposition).
The elementary divisor decomposition (Theorem 8.5.16) displays V as the
direct sum of cyclic submodules, each with period a power of some monic
irreducible polynomial in KŒx�. That is, each direct summand is isomor-
phic to KŒx�=.p.x/m/ for some monic irreducible p.x/ and some m � 1.
The polynomials p.x/m appearing as periods of the direct summands are
the elementary divisors of the KŒx�–module V . Since they are determined
by T , we call them the elementary divisors of T .

Let W be a cyclic submodule of V with period p.x/m, and let T1
denote the restriction of T toW . Let v0 be a generator of the moduleW—
that is, W is the span of the vectors T j v0 for j � 0. Let d denote the
degree of p.x/. According to Lemma 8.6.2,

B0 D

�
v0; T v0; T

2v0; : : : ; T
md�1v0

�
is an ordered basis of W , and the matrix of T1 with respect to B0 is the
companion matrix of p.x/m.

However, we can choose another ordered basisB ofW such that ŒT1�B
is nearly block diagonal with the d–by–d companion matrix of p.x/ re-
peated along the diagonal. The new ordered basis B is�

v0; T v0; : : : ; T d�1v0;

p.T /v0; Tp.T /v0; : : : ; T d�1p.T /v0;

p.T /2v0; Tp.T /2v0; : : : ; T d�1p.T /2v0;
:::

p.T /m�1v0; Tp.T /m�1v0; : : : ; T d�1p.T /m�1v0

�
:

The ordered basis B consists of m blocks, each with d basis elements.
Write p.x/ D xd C ad�1x

d�1 C � � � C a1x C a0. If j < d � 1 and
k � m � 1, then

T .T jp.T /kv0/ D T jC1p.T /kv0I

that is, T applied to each of these basis vectors is the next basis vector.
However,

T .T d�1p.T /kv0/ D T dp.T /kv0

D p.T /kC1v0 � .ad�1T
d�1

C � � � C a1T C a0/p.T /
kv0:



i
i

“bookmt” — 2006/8/8 — 12:58 — page 408 — #420 i
i

i
i

i
i

408 8. MODULES

That is, T applied to the last basis vector in a block is the sum of the first
vector of the next block and a linear combination of elements of the current
block. (If k D m � 1, then p.T /kC1v0 D p.T /mv0 D 0.)

For example, if p.x/ D x3Cx2C3xC5, andm D 3, then the matrix
ŒT1�B is 26666666666664

0 0 �5 0 0 0 0 0 0

1 0 �3 0 0 0 0 0 0

0 1 �1 0 0 0 0 0 0

0 0 1 0 0 �5 0 0 0

0 0 0 1 0 �3 0 0 0

0 0 0 0 1 �1 0 0 0

0 0 0 0 0 1 0 0 �5

0 0 0 0 0 0 1 0 �3

0 0 0 0 0 0 0 1 �1

37777777777775
:

Let Cp be the d–by–d companion matrix of p.x/. Let N be the d–by–d
matrix with all zero entries except for a 1 in the .1; d/ position. In general,
the matrix ŒT1�B is

Jm.p.x// D

266666664

Cp 0 0 � � � 0 0

N Cp 0 � � � 0 0

0 N Cp � � � 0 0
:::

:::
: : :

: : :
:::

:::

0 0 0
: : : Cp 0

0 0 0 � � � N Cp

377777775
:

Now consider the special case that p.x/ is linear, p.x/ D x��. Since
d D 1, the ordered basis B reduces to

.v0; .T � �/v0; : : : ; .T � �/m�1v0/

The companion matrix of p.x/ is the 1–by–1 matrix Œ��, and N is the
1–by–1 matrix Œ1�. The matrix of T1 with respect to B is

Jm.�/ D

266666664

� 0 0 � � � 0 0

1 � 0 � � � 0 0

0 1 � � � � 0 0
:::

:::
: : :

: : :
:::

:::

0 0 0
: : : � 0

0 0 0 � � � 1 �

377777775
:

Definition 8.7.1. The matrix Jm.�/ is called the Jordan block of size m
with eigenvalue �.
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Lemma 8.7.2. Let T be a linear transformation of a vector space V over
a field K. V has an ordered basis with respect to which the matrix of T
is the Jordan block Jm.�/ if, and only if, V is a cyclic KŒx�–module with
period .x � �/m.

Proof. We have seen that if V is a cyclic KŒx�–module with generator v0
and period .x � �/m, then

B D .v0; .T � �/v0; : : : ; .T � �/m�1v0/

is an ordered basis of V such that ŒT �B D Jm.�/.
Conversely, suppose that B D .v0; v1; : : : ; vm/ is an ordered basis of

V such that ŒT �B D Jm.�/. The matrix of T � � with respect to B is
the Jordan block Jm.0/ with zeros on the main diagonal. It follows that
.T � �/kv0 D vk for 0 � k � m � 1, while .T � �/mv0 D 0. Therefore,
V is cyclic with generator v0 and period .x � �/m. n

Suppose that the characteristic polynomial of T factors into linear
factors in KŒx�. Then the elementary divisors of T are all of the form
.x � �/m. Therefore, in the elementary divisor decomposition

.T; V / D .T1; V1/˚ � � � ˚ .Tt ; Vt /;

each summand Vi has a basis with respect to which the matrix of Ti is a
Jordan block. Hence V has a basis with respect to which the matrix of T
is block diagonal with Jordan blocks on the diagonal.

Definition 8.7.3. A matrix is said to be in Jordan canonical form if it is
block diagonal with Jordan blocks on the diagonal.26664

Jm1
.�1/ 0 � � � 0

0 Jm2
.�2/ � � � 0

:::
:::

: : : 0

0 0 � � � Jmt
.�t /

37775 :

Theorem 8.7.4. (Jordan canonical form for a linear transformation.) Let
T be a linear transformation of a finite dimensional vector space V over a
fieldK. Suppose that the characteristic polynomial of T factors into linear
factors in KŒx�.

(a) V has a basis with respect to which the matrix of T is in Jordan
canonical form.
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(b) The matrix of T in Jordan canonical form is unique, up to per-
mutation of the Jordan blocks.

Proof. We have already shown existence of a basis B such that ŒT �B is in
Jordan canonical form. The proof of uniqueness amounts to showing that
a matrix in Jordan canonical form determines the elementary divisors of
T . In fact, suppose that the matrix A of T with respect to some basis is in
Jordan canonical form, with blocks Jmi

.�i / for 1 � i � t . It follows that
.T; V / has a direct sum decomposition

.T; V / D .T1; V1/˚ � � � ˚ .Tt ; Vt /;

where the matrix of Ti with respect to some basis of Vi is Jmi
.�i /. By

Lemma 8.7.2, Vi is a cyclic KŒx�–module with period .x � �i /
mi . By

uniqueness of the elementary divisor decomposition of V , Theorem 8.5.16,
the polynomials .x��i /

mi are the elementary divisors of theKŒx�–module
V , that is, the elementary divisors of T . Thus, the blocks ofA are uniquely
determined by T , up to permutation. n

Definition 8.7.5. A matrix is called the Jordan canonical form of T if
� it is in Jordan canonical form, and
� it is the matrix of T with respect to some basis of V .

The Jordan canonical form of T is determined only up to permutation of
its Jordan blocks.

Let A be an n–by–nmatrix overK, and suppose that the characteristic
polynomial of A factors into linear factors in KŒx�. Let T be the linear
transformation of Kn determined by left multiplication by A. Thus, A is
the matrix of T with respect to the standard basis of Kn. A second matrix
A0 is similar to A if, and only if, A0 is the matrix of T with respect to some
other ordered basis of Kn. By Theorem 8.7.4 A is similar to a matrix A0

in Jordan canonical form, and the matrix A0 is unique up to permutation of
Jordan blocks. W have proved:

Theorem 8.7.6. (Jordan canonical form for matrices.) Let A be an n–
by–n matrix over K, and suppose that the characteristic polynomial of A
factors into linear factors inKŒx�. Then A is similar to a matrix in Jordan
canonical form, and this matrix is unique up to permuation of the Jordan
blocks.
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Definition 8.7.7. A matrix is called the Jordan canonical form of A if
� it is in Jordan canonical form, and
� it is similar A .

The Jordan canonical form of A is determined only up to permutation of
its Jordan blocks.

Field extensions, Canonical forms, and similarity. Let K � F be
fields. (We say that K is a subfield of F or that F is a field extension of
K.) Let A 2 Matn.K/ � Matn.F /. The matrix A determines a torsion
KŒx�–module structure onKn and a torsionF Œx�–module structure onF n.

We have seen that the rational canonical form and the invariant factors
of A are the same whether A is considered as an element in Matn.K/ or as
an element of Matn.F /. Moreover, two matrices in Matn.K/ are similar
in Matn.K/ if, and only if, they are similar in Matn.F /. See Corollaries
8.6.9 and 8.6.10.

By contrast, the elementary divisors of A as an element of Matn.K/
and as an element of Matn.F / need not be the same, because an irreducible
polynomial inKŒx� need not remain irreducible in F Œx�. Nevertheless, the
elementary divisors determine the invariant factors and the rational canon-
ical form, so they determine A up to similarity.

Let A 2 Matn.K/. We shall see in Section 9.2 that there is a field
extension F � K such that the characteristic polynomial of A factors into
linear factors in F Œx�, so A has a Jordan canonical form in Matn.F /.

Proposition 8.7.8. LetA andB be two matrices in Matn.K/with the same
characteristic polynomial �.x/. Suppose that F � K is an extension field
such that �.x/ factors into linear factors in F Œx�. Then A and B are
similar in Matn.K/ if, and only if, they have the same Jordan canonical
form in Matn.F / (up to permutation of Jordan blocks).

Proof. A and B are similar in Matn.K/ if, and only if, they are similar in
Matn.F / by Corollary 8.6.9, and they are similar in Matn.F / if, and only
if, they have the same rational canonical form by Proposition 8.6.8. But
each of the following invariants of A in Matn.F / determines all the others:
the rational canonical form, the invariant factors, the elementary divisors,
and the Jordan canonical form. n

Let us give a typical application of these ideas to matrix theory.
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Proposition 8.7.9. Any matrix in Matn.K/ is similar to its transpose.

The idea is to show that the assertion holds for a Jordan block and then
to use the theory of canonical forms to show that this special case implies
the general case.

Lemma 8.7.10. Jm.0/ is similar to its transpose.

Proof. Write J tm.0/ for the transpose of Jm.0/. Jm.0/ acts as follows on
the standard basis vectors:

Jm.0/ W Oe1 7! Oe2 7! � � � 7! Oem�1 7! Oem 7! 0;

while J tm.0/ acts as follows:

J tm.0/ W Oem 7! Oem�1 7! � � � 7! Oe2 7! Oe1 7! 0;

If P is the permutation matrix that interchanges the standard basis vector
as follows:

Oe1 $ Oem; Oe2 $ Oem�1; and so forth;

then we have P 2 D E and

PJm.0/P D J tm.0/:

n

Lemma 8.7.11. Jm.�/ is similar to its transpose.

Proof. Write J tm.�/ for the transpose of Jm.�/. We have Jm.�/ D �E C

Jm.0/, and J tm.�/ D �E C J tm.0/. Therefore PJm.�/P D J tm.�/. n

Lemma 8.7.12. Let A D A1 ˚ � � � ˚As and B D A1 ˚ � � � ˚Bs be block
diagonal matrices.

(a) At D At1 ˚ � � � ˚ Ats .
(b) If Ai is similar to Bi for each i , then A is similar to B .

Proof. Exercise. n



i
i

“bookmt” — 2006/8/8 — 12:58 — page 413 — #425 i
i

i
i

i
i

8.7. JORDAN CANONICAL FORM 413

Lemma 8.7.13. A matrix in Jordan canonical form is similar to its trans-
pose.

Proof. Follows from Lemmas 8.7.11 and 8.7.12. n

Proof of Proposition 8.7.9: LetA 2 Matn.K/. Note that the characteristic
polynomial of A is the same as the characteristic polynomial of At . Let
F be a field containing K such that �A.x/ factors into linear factors in
F Œx�. By xxx, it suffices to show that A and At are similar in Matn.F /.
In the following, similarity means similarity in Matn.F /. A is similar to
its Jordan form J , and this implies that At is similar to J t . By Lemma
8.7.13, J is similar to J t . So, by transitivity of similarity, A is similar to
At .

Computing the Jordan canonical form
We will present two methods for computing the Jordan canonical form

of a matrix.
First method. The first method is the easier one for small matrices, for

which computations can be done by hand. The method is based on the
following observation. Suppose that T is linear operator on a vector space
V and that V is a cyclicKŒx�–module with period a power of .x��/. Then
V has (up to scalar multiples) a unique eigenvector x0 with eigenvalue
�. We can successively solve for vectors x�1; x�2; : : : satisfying .T �

�/x�1 D x0, .T��/x�2 D x�1, etc. We finally come to a vector x�r such
that the equation .T � �/x D x�r has no solutions. Then the dimension
of V is r C 1, and x�r is a generator of the cyclic KŒx�–module V .

Example 8.7.14. Let A D

2664
3 2 �4 4

�6 �3 8 �12

�3 �2 5 �6

�1 �1 2 �1

3775. Let T be the linear

transformation determined by left multiplication by A on Q4. We can
compute that the characteristic polynomial of A is

�A.x/ D x4 � 4x3 C 6x2 � 4x C 1 D .x � 1/4:

The possible Jordan forms for A correspond to partitions of 4: They are
J4.1/, J3.1/˚J1.1/, J2.1/˚J2.1/, J2.1/˚diag.1; 1/, and diag.1; 1; 1; 1/.
The number of Jordan blocks is the number of linearly independent eigen-
vectors of A, since each Jordan block has one eigenvector. Solving the
linear equation .A�E/x D 0, we find two linearly independent solutions,
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a D

2664
�2

0

0

1

3775 and b D

2664
0

2

1

0

3775. Therefore, there are two Jordan blocks

in the Jordan canonical form of A. The possible Jordan forms are thus
J3.1/˚ J1.1/, J2.1/˚ J2.1/. We find that .A�E/a�1 D a has solution

a�1 D

2664
2

�3

0

0

3775, but .A�E/x D a�1 has no solution. Likewise, the equa-

tion .A�E/b�1 D b has solution b�1 D

2664
�1

1

0

0

3775, but .A�E/x D b�1

has no solution. Therefore, the Jordan form of A is J2.1/ ˚ J2.1/, and
the matrix of T with respect to the ordered basis B D .a�1; a;b�1;b/

is in Jordan canonical form. Let S be the matrix whose columns are the
elements of the ordered basis B ,

S D

2664
2 �2 �1 0

�3 0 1 2

0 0 0 1

0 1 0 0

3775
Then ŒT �B D S�1AS D J2.1/˚ J2.1/

Example 8.7.15. Let A D

2664
1 2 �4 4

2 �1 4 �8

1 0 1 �2

1 1 �2 3

3775. Let T be the linear

transformation determined by left multiplication by A on Q4. We can
compute that the characteristic polynomial of A is

�A.x/ D x4 � 4x3 C 2x2 C 4x � 3 D .x � 3/.x � 1/2.x C 1/:

There are two possible Jordan canonical forms: diag.�1; 3/ ˚ J2.1/ and
diag.�1; 3; 1; 1/. By solving linear equations .A � �E/x D 0 for � D

�1; 3; 1, we find that there is one eigenvector for each of the three eigenval-

ues, respectively a D

2664
�2

4

1

0

3775, b D

2664
2

�4

�1

2

3775, and c D

2664
0

2

1

0

3775. There-

fore, the Jordan form is diag.�1; 3/ ˚ J2.1/. We find that the equation
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.A � E/c�1 D c has solution c�1 D

2664
0

1

0

�
1
2

3775. (As a check, we can

compute that the equation .A � E/x D c�1 has no solution.) The matrix
of T with respect to the basis B D .a;b; c�1; c/ is in Jordan form. Let S
be the matrix whose columns are the elements of the ordered basis B ,

S D

2664
�2 2 0 0

4 �4 1 2

1 �1 0 1

0 2 �
1
2

0

3775
Then ŒT �B D S�1AS D diag.�1; 3/˚ J2.1/

Second method. Our second method for computing the Jordan canon-
ical form of a matrix proceeds by first computing the rational canonical
form and then applying the primary decomposition to the generator of each
cyclic submodule.

Let A be a matrix in Matn.K/ whose characteristic polynomial factors
into linear factors in KŒx�. Let T be the linear operator of left multiplica-
tion by A on Kn. Suppose we have computed the rational canonical form
of A (by the method of the previous section). In particular, suppose we
have a direct sum decomposition

.T;Kn/ D .T1; V1/˚ � � � ˚ .Ts; Vs/;

where Vj is a cyclicKŒx�–submodule with generator v.j /0 and period aj .x/,
where a1.x/; : : : ; as.x/ are the invariant factors of A.

To simplify notation, consider one of these submodules. Call the sub-
module W , the generator w0, and the period a.x/. Write

a.x/ D .x � �1/
m1 � � � .x � �t /

mt :

Now we compute the primary decomposition of the cyclic submodule W
exactly as in the discussion preceding Lemma 8.5.11. We have

W D W Œx � �1�˚ � � � ˚W Œx � �t �;

as KŒx�–modules, and W Œx � �i � is cyclic of period .x � �i /
mi . Set let

ri .x/ D
Q
k¤i .x � �k/

mk . Then ri .A/w0 D
Q
k¤i .A � �kE/

mkw0 is a
generator of the module W Œx � �i �. A basis for W Œx � �i � is�

ri .A/w0; .A � �iE/ri .A/w0; : : : ; .A � �iE/
mi �1ri .A/w0

�
:

With respect to this basis, the matrix of the restriction of T to W Œx � �i �

is the Jordan block Jmi
.�i /.
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Example 8.7.16. Consider the matrix A D

266664
�1 0 0 0 3

1 2 0 �4 0

3 1 2 �4 �3

0 0 0 1 0

�2 0 0 0 4

377775 from

Example 8.6.11. We computed that the characteristic polynomial of A is
.x � 1/2.x � 2/3, so A has a Jordan canonical form in Mat5ŒQ�. Let
T be the linear transformation determined by left multiplication by A on
Q5. We found that Q5 is the direct sum of two T –invariant subspaces V1

and V2. The subspaces V1 is one dimensional, spanned by v1 D

266664
4

0

0

1

8=3

377775,

and Av1 D v1. The subspace V2 is four dimensional, and generated as a

KŒx�–module by v2 D

266664
0

3

3

0

1

377775. The period of V2 is .x � 1/.x � 2/3. We get

the Jordan canonical form by computing the primary decomposition of V2,
V2 D V2Œx � 1�˚ V2Œx � 2�. The subspace V2Œx � 1� is one dimensional,

and spanned by w1 D .A� 2E/3v2 D

266664
3

�3

0

0

2

377775 : The subspace V2Œx � 2�

is three dimensional, and generated by x1 D .A � E/v2 D

266664
3

3

3

0

3

377775 : The

remaining vectors in a basis for V2Œx � 2� are

x2 D .A � 2E/x1 D

266664
0

3

3

0

0

377775 ; and x3 D .A � 2E/2x1 D

266664
0

0

3

0

0

377775 :
Let B be the basis .v1; w1; x1; x2; x3/ and let S be the matrix whose
columns are the elements of B . Then

ŒT �B D S�1AS D J1.1/˚ J1.1/˚ J3.2/:
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Example 8.7.17. We treat the matrix A D

2664
3 2 �4 4

�6 �3 8 �12

�3 �2 5 �6

�1 �1 2 �1

3775 of

Example 8.7.14 again by our second method. First we compute the Smith
normal form of xE � A in QŒx�. That is we compute invertible matrices
P;Q 2 Mat4.QŒx�/ such that P.xE � A/Q D D.x/ is diagonal with the
monic invariant factors of A on the diagonal The result is

D.x/ D

2664
1 0 0 0

0 1 0 0

0 0 .x � 1/2 0

0 0 0 .x � 1/2

3775 ;
so the invariant factors of A are .x � 1/2; .x � 1/2. From this we can al-
ready see that the Jordan form of A is J2.1/ ˚ J2.1/. We obtain cyclic
vectors for two invariant subspaces using the last two columns of the ma-

trix P�1, which are

2664
0 0

1 0

0 0

�1=2 1

3775 : Since the entries of these columns

are constant polynomials, these two columnn are already the cyclic vectors
we are looking for. A second basis vector for each for the two invariant
subspaces is obtained by applying A � E to the cyclic vector. The result

is the basis v1 D

2664
0

1

0

�1=2

3775, v2 D .A � E/v1 D

2664
0

2

1

0

3775, w1 D

2664
0

0

0

1

3775, and

w2 D .A � E/w1 D

2664
4

�12

�6

�2

3775. If S denotes the matrix whose columns are

v1; v2; w1; w2, then S�1AS D J2.1/˚ J2.1/.

Exercises 8.7

8.7.1. Let A D

2664
7 4 5 1

�15 �10 �15 �3

0 0 5 0

56 52 51 15

3775. The characteristic polyno-

mial of A is .x� 2/.x� 5/3. Find the Jordan canonical form of A and find
an invertible matrix S such that S�1AS is in Jordan form. Use the first
method from the text.
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8.7.2. Repeat the previous exercise, using the second method from the text.

Definition 8.7.18. Say that a matrix A 2 Matn.K/ is diagonalizable if it
is similar to a diagonal matrix.

8.7.3. Show that a matrix A 2 Matn.K/ is diagonalizable if, and only if,
Kn has a basis consisting of eigenvectors of A.

8.7.4. Let A 2 Matn.K/, and suppose that the characteristic polynomial
of A factors into linear factors in KŒx�. Show that the following assertions
are equivalent:

(a) A is diagonalizable.
(b) The Jordan canonical form of A is diagonal.
(c) The minimal polynomial of A has no multiple roots; that is, the

minimal polynomial is a product of distinct linear factors.
(d) The elementary divisors of A are linear.

8.7.5. Recall that a matrix N is nilpotent if N k D 0 for some k, Let
A 2 Matn.K/, and suppose that the characteristic polynomial of A factors
into linear factors in KŒx�. Show that A is the sum of two matrices A D

A0 CN , where A0 is diagonalizable, N is nilpotent, and A0N D NA0.

8.7.6. Let N 2 Matn.K/ be a nilpotent matrix.
(a) Show that N has characteristic polynomial �N .x/ D xn.
(b) Show that the Jordan canonical form of N is a direct sum of

Jordan blocks Jm.0/.
(c) Show that the trace of N is zero.
(d) Show that the Jordan canonical form of N is the same as the

rational canonical form of N .

8.7.7. Classify nilpotent matrices in Matn.K/ up to similarity. Hint: What
are the possible Jordan canonical forms?

8.7.8. Let K be a field of arbitrary characteristic, and suppose that � is
a primitive n-th root of unity in K; that is �n D 1, and �s ¤ 1 for any
s < n. Let S denote the n–by–n permutation matrix corresponding to the
permutation .1; 2; 3; � � � ; n/. For example, for n D 5,

S D

266664
0 0 0 0 1

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

377775
(a) Show that S is similar in Matn.K/ to the diagonal matrixD with

diagonal entries 1; �; �2; : : : ; �n�1.
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(b) Conclude that S and D have the same trace, and therefore

1C � C �2 C � � � C �n�1
D 0:

8.7.9. Let A denote the 10–by–10 matrix over a field K with all entries
equal to 1.

(a) If the characteristic ofK is not 2 or 5, show that A is diagonaliz-
able, find the (diagonal) Jordan canonical form of A, and find a
basis of Kn consisting of eigenvectors of A.

(b) If the characteristic of K is 2 or 5, show that A is nilpotent, find
the Jordan canonical form ofA, and find an invertible S such that
S�1AS is in Jordan canonical form.

8.7.10. Let A denote the 10–by–10 matrix over a field K with all entries
equal to 1, except the diagonal entries, which are equal to 4.

(a) If the characteristic ofK is not 2 or 5, show that A is diagonaliz-
able, find the (diagonal) Jordan canonical form of A, and find a
basis of Kn consisting of eigenvectors of A.

(b) If the characteristic of K is 2 or 5, find the Jordan canonical
form of A, and find an invertible S such that S�1AS is in Jordan
canonical form.
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CHAPTER 9

Field Extensions – Second Look
This chapter contains a systematic introduction to Galois’s theory of field
extensions and symmetry. The fields in this chapter are general, not nec-
essarily subfields of the complex numbers nor even of characteristic 0. We
will restrict ours attention, however, to so called separable algebraic ex-
tensions.

9.1. Finite and Algebraic Extensions
In this section, we continue the exploration of finite and algebraic field
extensions, which was begun in Section 7.3. Recall that a field extension
K � L is said to be finite if dimK.L/ is finite and is called algebraic in
case each element of L satisfies a polynomial equation with coefficients in
K.

Proposition 9.1.1. Suppose that K � M � L are field extensions,
(a) If M is algebraic over K and b 2 L is algebraic over M , then b

is algebraic over K.
(b) If M is algebraic over K, and L is algebraic over M , then L is

algebraic over K.

Proof. For part (a), since b is algebraic over L, there is a polynomial

p.x/ D a0 C a1x C � � � C anx
n

with coefficients in M such that p.b/ D 0. But this implies that b is
algebraic over K.a0; : : : ; an/, and, therefore,

K.a0; : : : ; an/ � K.a0; : : : ; an/.b/ D K.a0; : : : ; an; b/

is a finite field extension, by Proposition 7.3.6. Since M is algebraic over
K, the ai are algebraic over K, and, therefore, K � K.a0; : : : ; an/ is a
finite field extension, by Proposition 7.3.9. Proposition 7.3.1 implies that
K � K.a0; : : : ; an; b/ is a finite field extension. It then follows from

420
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Proposition 7.3.4 that K.a0; : : : ; an; b/ is algebraic over K, so, in particu-
lar, b is algebraic over K.

Part (b) is a consequence of part (a). n

Definition 9.1.2. Suppose that K � L is a field extension and that E and
F are intermediate fields, K � E � L and K � F � L. The composite
E � F of E and F is the smallest subfield of L containing E and F .

F � E � F � L

[j [j

K � E

Proposition 9.1.3. Suppose that K � L is a field extension and that E
and F are intermediate fields, K � E � L, and K � F � L.

(a) If E is algebraic over K and F is arbitrary, then E � F is alge-
braic over F .

(b) If E and F are both algebraic over K, then E � F is algebraic
over K.

(c) dimF .E � F / � dimK.E/.

Proof. Exercises 9.1.1 through 9.1.3. n

Exercises 9.1

9.1.1. Prove Proposition 9.1.3 (a). Hint: Let a 2 E � F . Then there exist
˛1; : : : ; ˛n 2 E such that a 2 F.˛1; : : : ; ˛n/.

9.1.2. Prove Proposition 9.1.3 (b).

9.1.3. Prove Proposition 9.1.3 (c). Hint: In case dimK.E/ is infinite,
there is nothing to be done. So assume the dimension is finite and let
˛1; : : : ; ˛n be a basis of E over K. Conclude successively that E � F D

F.˛1; : : : ; ˛n/, then that E � F D F Œ˛1; : : : ; ˛n�, and finally that E � F D

spanF f˛1; : : : ; ˛ng.

9.1.4. What is the dimension of Q.
p
2C

p
3/ over Q?
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9.2. Splitting Fields
Now, we turn our point of view around regarding algebraic extensions.
Given a polynomial f .x/ 2 KŒx�, we produce extension fields K � L in
which f has a root, or in which f has a complete set of roots.

Proposition 7.3.6 tells us that if f .x/ is irreducible in KŒx� and ˛ is a
root of f .x/ in some extension field, then the field generated byK and the
root ˛ is isomorphic to KŒx�=.f .x//; but KŒx�=.f .x// is a field, so we
might as well choose our extension field to be KŒx�=.f .x//! What should
˛ be then? It will have to be the image in KŒx�=.f .x// of x, namely,
Œx� D x C .f .x//. (We are using Œg.x/� to denote the image of g.x/
in KŒx�=.f .x//.) Indeed, Œx� is a root of f .x/ in KŒx�=.f .x//, since
f .Œx�/ D Œf .x/� D 0 in KŒx�=.f .x//.

Proposition 9.2.1. Let K be a field and let f .x/ be a monic irreducible
element of KŒx�. Then

(a) There is an extension field L and an element ˛ 2 L such that
f .˛/ D 0.

(b) For any such extension field and any such ˛, f .x/ is the minimal
polynomial for ˛.

(c) If L and L0 are extension fields of K containing elements ˛ and
˛0 satisfying f .˛/ D 0 and f .˛0/ D 0, then there is an isomor-
phism  W K.˛/ ! K.˛0/ such that  .k/ D k for all k 2 K

and  .˛/ D ˛0.

Proof. The existence of the field extension containing a root of f .x/ was
already shown. The minimal polynomial for ˛ divides f and, therefore,
equals f , since f is monic irreducible. For the third part, we haveK.˛/ Š

KŒx�=.f .x// Š K.˛0/, by isomorphisms that leave K pointwise fixed.
n

We will need a technical variation of part (c) of the proposition. Recall
from Corollary 6.2.8 that if M and M 0 are fields and � W M ! M 0 is a
field isomorphism, then � extends to an isomorphism of rings MŒx� !

M 0Œx� by �.
P
mix

i / D
P
�.mi /x

i .

Corollary 9.2.2. Let K and K 0 be fields, let � W K ! K 0 be a field
isomorphism, and let f .x/ be an irreducible element of KŒx�. Suppose
that ˛ is a root of f .x/ in an extension L � K and that ˛0 is a root
of �.f .x// in an extension field L0 � K 0. Then there is an isomorphism
 W K.˛/ ! K 0.˛0/ such that .k/ D �.k/ for all k 2 K and .˛/ D ˛0.
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Proof. The ring isomorphism � W KŒx� ! K 0Œx� induces a field isomor-
phism Q� W KŒx�=.f / ! K 0Œx�=.�.f //, satisfying Q�.k C .f // D �.k/C

.�.f // for k 2 K. Now, use K.˛/ Š KŒx�=.f / Š K 0Œx�=.�.f // Š

K 0.˛0/. n

Now, consider a monic polynomial f .x/ 2 KŒx� of degree d > 1,
not necessarily irreducible. Factor f .x/ into irreducible factors. If any
of these factors have degree greater than 1, then choose such a factor and
adjoin a root ˛1 of this factor to K, as previously. Now, regard f .x/ as a
polynomial over the field K.˛1/, and write it as a product of irreducible
factors in K.˛1/Œx�. If any of these factors has degree greater than 1, then
choose such a factor and adjoin a root ˛2 of this factor to K.˛1/. After
repeating this procedure at most d times, we obtain a field in which f .x/
factors into linear factors. Of course, a proper proof goes by induction; see
Exercise 9.2.1.

Definition 9.2.3. A splitting field for a polynomial f .x/ 2 KŒx� is an
extension field L such that f .x/ factors into linear factors over L, and L
is generated by K and the roots of f .x/ in L.

If a polynomial p.x/ 2 KŒx� factors into linear factors over a field
M � K, and if f˛1; : : : ˛rg are the distinct roots of p.x/ in M , then
K.˛1; : : : ; ˛r/, the subfield of M generated by K and f˛1; : : : ˛rg, is a
splitting field for p.x/. For polynomials over Q, for example, it is un-
necessary to refer to Exercise 9.2.1 for the existence of splitting fields; a
rational polynomial splits into linear factors over C, so a splitting field is
obtained by adjoining the complex roots of the polynomial to Q.

One consequence of the existence of splitting fields is the existence of
many finite fields. See Exercise 9.2.3.

The following result says that a splitting field is unique up to isomor-
phism.

Proposition 9.2.4. Let K � L and QK � QL be field extensions, let � W

K ! QK be a field isomorphism, and let p.x/ 2 KŒx� and Qp.x/ 2 QKŒx�

be polynomials with Qp.x/ D �.p.x//. Suppose L is a splitting field for
p.x/ and QL is a splitting field for Qp.x/. Then there is a field isomorphism
� W L ! QL such that �.k/ D �.k/ for all k 2 K.
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L
�p p p p p p p p p p p p p p p p p qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq QL

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

K;p.x/ � qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq QK; Qp.x/

Proof. The idea is to use Proposition 9.2.2 and induction on dimK.L/.
If dimK.L/ D 1, there is nothing to do: The polynomial p.x/ factors
into linear factors over K, so also Qp.x/ factors into linear factors over QK,
K D L, QK D QL, and � is the required isomorphism.

We make the following induction assumption: Suppose K � M � L

and QK � QM � QL are intermediate field extensions, Q� W M ! QM is a field
isomorphism extending � , and dimM L < n D dimK.L/. Then there is a
field isomorphism � W L ! QL such that �.m/ D Q�.m/ for all m 2 M .

Now, since dimK.L/ D n > 1, at least one of the irreducible factors
of p.x/ in KŒx� has degree greater than 1. Choose such an irreducible
factor p1.x/, and observe that �.p1.x// is an irreducible factor of Qp.x/.
Let ˛ 2 L and Q̨ 2 QL be roots of p1.x/ and �.p1.x//, respectively. By
Proposition 9.2.2, there is an isomorphism Q� W K.˛/ ! QK. Q̨ / taking ˛ to
Q̨ and extending � .

L
�p p p p p p p p p p p p p p p p p qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq QL

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

K.˛/ Q� qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq QK. Q̨ /

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

K;p.x/ � qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq QK; Qp.x/

Figure 9.2.1. Stepwise extension of isomorphism.

Now, the result follows by applying the induction hypothesis with
M D K.˛/ and QM D QK. Q̨ /. See Figure 9.2.1 n
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Corollary 9.2.5. Let p.x/ 2 KŒx�, and suppose L and QL are two splitting
fields for p.x/. Then there is an isomorphism � W L ! QL such that
�.k/ D k for all k 2 K.

Proof. Take K D QK and � D id in the proposition. n

Exercises 9.2

9.2.1. For any polynomial f .x/ 2 KŒx� there is an extension field L of K
such that f .x/ factors into linear factors inLŒx�. Give a proof by induction
on the degree of f .

9.2.2. Verify the following statements: The rational polynomial f .x/ D

x6 � 3 is irreducible over Q. It factors over Q.31=6/ as

.x � 31=6/.x C 31=6/.x2 � 31=6x C 31=3/.x2 C 31=6x C 31=3/:

If ! D e�i=3, then the irreducible factorization of f .x/ over Q.31=6; !/
is

.x� 31=6/.xC 31=6/.x�!31=6/.x�!231=6/.x�!431=6/.x�!531=6/:

9.2.3.
(a) Show that ifK is a finite field, thenKŒx� has irreducible elements

of arbitrarily large degree. Hint: Use the existence of infinitely
many irreducibles in KŒx�, Proposition 1.8.9.

(b) Show that if K is a finite field, then K admits field extensions of
arbitrarily large finite degree.

(c) Show that a finite–dimensional extension of a finite field is a fi-
nite field.

9.3. The Derivative and Multiple Roots
In this section, we examine, by means of exercises, multiple roots of poly-
nomials and their relation to the formal derivative.

We say that a polynomial f .x/ 2 KŒx� has a root a with multiplicity
m in an extension field L if f .x/ D .x � a/mg.x/ in LŒx�, and g.a/ ¤ 0.
A root of multiplicity greater than 1 is called a multiple root. A root of
multiplicity 1 is called a simple root.

The formal derivative in KŒx� is defined by the usual rule from calcu-
lus: We defineD.xn/ D nxn�1 and extend linearly. Thus,D.

P
knx

n/ D
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nknx

n�1. The formal derivative satisfies the usual rules for differenti-
ation:

9.3.1. Show thatD.f .x/Cg.x// D Df.x/CDg.x/ andD.f .x/g.x// D

D.f .x//g.x/C f .x/D.g.x//.

9.3.2.
(a) Suppose that the field K is of characteristic zero. Show that

Df.x/ D 0 if, and only if, f .x/ is a constant polynomial.
(b) Suppose that the field has characteristic p. Show thatDf.x/ D 0

if, and only if, there is a polynomial g.x/ such that f .x/ D

g.xp/.

9.3.3. Suppose f .x/ 2 KŒx�, L is an extension field of K, and f .x/
factors as f .x/ D .x � a/g.x/ in LŒx�. Show that the following are
equivalent:

(a) a is a multiple root of f .x/.
(b) g.a/ D 0.
(c) Df.a/ D 0.

9.3.4. Let K � L be a field extension and let f .x/; g.x/ 2 KŒx�. Show
that the greatest common divisor of f .x/ and g.x/ in LŒx� is the same
as the greatest common divisor in KŒx�. Hint: Review the algorithm for
computing the g.c.d., using division with remainder.

9.3.5. Suppose f .x/ 2 KŒx�, L is an extension field of K, and a is a
multiple root of f .x/ in L. Show that if Df.x/ is not identically zero,
then f .x/ and Df.x/ have a common factor of positive degree in LŒx�
and, therefore, by the previous exercise, also in KŒx�.

9.3.6. Suppose that K is a field and f .x/ 2 KŒx� is irreducible.
(a) Show that if f has a multiple root in some field extension, then

Df.x/ D 0.
(b) Show that if Char.K/ D 0, then f .x/ has only simple roots in

any field extension.

The preceding exercises establish the following theorem:

Theorem 9.3.1. If the characteristic of a field K is zero, then any irre-
ducible polynomial in KŒx� has only simple roots in any field extension.

9.3.7. IfK is a field of characteristic p and a 2 K, then .xCa/p D xpC

ap. Hint: The binomial coefficient
�
p

k

�
is divisible by p if 0 < k < p.
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Now, suppose K is a field of characteristic p and that f .x/ is an irre-
ducible polynomial inKŒx�. If f .x/ has a multiple root in some extension
field, then Df.x/ is identically zero, by Exercise 9.3.6. Therefore, there
is a g.x/ 2 KŒx� such that f .x/ D g.xp/ D a0 C a1x

p C : : : arx
rp.

Suppose that for each ai there is a bi 2 K such that bpi D ai . Then
f .x/ D .b0 C b1x C � � � brx

r/p, which contradicts the irreducibility of
f .x/. This proves the following theorem:

Theorem 9.3.2. Suppose K is a field of characteristic p in which each
element has a pth root. Then any irreducible polynomial in KŒx� has only
simple roots in any field extension.

Proposition 9.3.3. Suppose K is a field of characteristic p. The map
a 7! ap is a field isomorphism of K into itself. If K is a finite field, then
a 7! ap is an automorphism of K.

Proof. Clearly, .ab/p D apbp for a; b 2 K. But also .a C b/p D

ap C bp by Exercise 9.3.7. Therefore, the map is a homomorphism. The
homomorphism is not identically zero, since 1p D 1; since K is simple,
the homomorphism must, therefore, be injective. IfK is finite, an injective
map is bijective. n

Corollary 9.3.4. Suppose K is a finite field. Then any irreducible polyno-
mial in KŒx� has only simple roots in any field extension.

Proof. K must have some prime characteristic p. By Proposition 9.3.3,
any element of K has a pth root in K and, therefore, the result follows
from Theorem 9.3.2. n

9.4. Splitting Fields and Automorphisms
Recall that an automorphism of a field L is a field isomorphism of L onto
L, and that the set of all automorphisms of L forms a group denoted by
Aut.L/. If K � L is a field extension, we denote the set of automor-
phisms of L that leave each element of K fixed by AutK.L/; we call such
automorphisms K-automorphisms of L. Recall from Exercise 7.4.4 that
AutK.L/ is a subgroup of Aut.L/.
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Proposition 9.4.1. Let f .x/ 2 KŒx�, let L be a splitting field for f .x/,
let p.x/ be an irreducible factor of f .x/, and finally let ˛ and ˇ be two
roots of p.x/ inL. Then there is an automorphism � 2 AutK.L/ such that
�.˛/ D ˇ.

Proof. Using Proposition 9.2.1, we get an isomorphism from K.˛/ onto
K.ˇ/ that sends ˛ to ˇ and fixes K pointwise. Now, applying Corollary
9.2.5 to K.˛/ � L and K.ˇ/ � L gives the result. n

Proposition 9.4.2. Let L be a splitting field for p.x/ 2 KŒx�, let M;M 0

be intermediate fields, K � M � L, K � M 0 � L, and let � be an
isomorphism ofM ontoM 0 that leavesK pointwise fixed. Then � extends
to a K-automorphism of L.

Proof. This follows from applying Proposition 9.2.4 to the situation spec-
ified in the following diagram:

L
�p p p p p p p p p p p p p p p p p qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq L

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

�

qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq

M;p.x/ � qqqqqqqqqqqqqqqqqq qqqqqqqqqqqqqqqqqq M 0; p.x/

n

Corollary 9.4.3. Let L be a splitting field for p.x/ 2 KŒx�, and let M be
an intermediate field, K � M � L. Write IsoK.M;L/ for the set of field
isomorphisms of M into L that leave K fixed pointwise.

(a) There is a bijection from the set of left cosets of AutM .L/ in
AutK.L/ onto IsoK.M;L/.

(b) jIsoK.M;L/j D ŒAutK.L/ W AutM .L/�.

Proof. According to Proposition 9.4.2, the map � 7! �jM is a surjection
of AutK.L/ onto IsoK.M;L/. Check that .�1/jM D .�2/jM if, and only if,
�1 and �2 are in the same left coset of AutM .L/ in AutK.L/. This proves
part (a), and part (b) follows. n
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Proposition 9.4.4. Let K � L be a field extension and let f .x/ 2 KŒx�.
(a) If � 2 AutK.L/, then � permutes the roots of f .x/ in L.
(b) If L is a splitting field of f .x/, then AutK.L/ acts faithfully on

the roots of f in L. Furthermore, the action is transitive on the
roots of each irreducible factor of f .x/ in KŒx�.

Proof. Suppose � 2 AutK.L/,

f .x/ D k0 C k1x C � � � C knx
n

2 KŒx�;

and ˛ is a root of f .x/ in L. Then

f .�.˛// D k0 C k1�.˛/C � � � C kn�.˛
n//

D �.k0 C k1˛ C � � � C kn˛
n/ D 0:

Thus, �.˛/ is also a root of f .x/. If A is the set of distinct roots of f .x/
in L, then � 7! �jA is an action of AutK.L/ on A. If L is a splitting field
for f .x/, then, in particular, L D K.A/, so the action of AutK.L/ on A is
faithful. Proposition 9.4.1 says that if L is a splitting field for f .x/, then
the action is transitive on the roots of each irreducible factor of f .x/. n

Definition 9.4.5. If f 2 KŒx�, and L is a splitting field of f .x/, then
AutK.L/ is called the Galois group of f , or the Galois group of the field
extension K � L.

We have seen that the Galois group of an irreducible polynomial f is
isomorphic to a transitive subgroup of the group of permutations the roots
of f in L. At least for small n, it is possible to classify the transitive
subgroups of Sn, and thus to list the possible isomorphism classes for the
Galois groups of irreducible polynomials of degree n. For n D 3; 4, and 5,
we have found all transitive subgroups of Sn, in Exercises 5.1.9 and 5.1.20
and Section 5.5.

Let us quickly recall our investigation of splitting fields of irreducible
cubic polynomials in Chapter 8, where we found the properties of the Ga-
lois group corresponded to properties of the splitting field. The only pos-
sibilities for the Galois group are A3 D Z3 and S3. The Galois group is
A3 if, and only if, the field extension K � L is of dimension 3, and this
occurs if, and only if, the element ı defined in Chapter 8 belongs to the
ground field K; in this case there are no intermediate fields between K
and L. The Galois group is S3 if, and only if, the field extension K � L

is of dimension 6. In this case subgroups of the Galois group correspond
one to one with fields intermediate between K and L.
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We are aiming at obtaining similar results in general.

Definition 9.4.6. Let H be a subgroup of Aut.L/. Then the fixed field of
H is Fix.H/ D fa 2 L W �.a/ D a for all � 2 H g.

Proposition 9.4.7. Let L be a field, H a subgroup of Aut.L/ and K � L

a subfield. Then
(a) Fix.H/ is a subfield of L.
(b) AutFix.H/.L/ � H .
(c) Fix.AutK.L// � K.

Proof. Exercise 9.4.1. n

Proposition 9.4.8. Let L be a field, H a subgroup of Aut.L/, and K � L

a subfield. Introduce the notationH ı D Fix.H/ andK 0 D AutK.L/. The
previous exercise showed that H ı0

� H and L0ı � L.
(a) If H1 � H2 � Aut.L/ are subgroups, then H ı

1 � H ı
2 .

(b) If K1 � K2 � L are fields, then K 0
1 � K 0

2.

Proof. Exercise 9.4.2. n

Proposition 9.4.9. Let L be a field, H a subgroup of Aut.L/, and K � L

a subfield.
(a) .H ı/0ı D H ı.
(b) .K 0/ı0 D K 0.

Proof. Exercise 9.4.3. n

Definition 9.4.10. A polynomial in KŒx� is said to be separable if each of
its irreducible factors has only simple roots in some (hence any) splitting
field. An algebraic element a in a field extension of K is said to be sep-
arable over K if its minimal polynomial is separable. An algebraic field
extension L of K is said to be separable over K if each of its elements is
separable over K.
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Remark 9.4.11. Separability is automatic if the characteristic ofK is zero
or if K is finite, by Theorems 9.3.1 and 9.3.4.

Theorem 9.4.12. Suppose L is a splitting field for a separable polynomial
f .x/ 2 KŒx�. Then Fix.AutK.L// D K.

Proof. Let ˇ1; : : : ; ˇr be the distinct roots of f .x/ in L. Consider the
tower of fields:

M0 D K � � � � � Mj D K.ˇ1; : : : ; ǰ /

� � � � � Mr D K.ˇ1; : : : ; ˇr/ D L:

A priori, Fix.AutK.L// � K. We have to show that if a 2 L is fixed
by all elements of AutK.L/, then a 2 K. I claim that if a 2 Mj for some
j � 1, then a 2 Mj�1. It will follow from this claim that a 2 M0 D K.

Suppose that a 2 Mj . If Mj�1 D Mj , there is nothing to show.
Otherwise, let ` > 1 denote the degree of the minimal polynomial p.x/
for ǰ in Mj�1Œx�. Then f1; ǰ ; � � � ; ˇ

`�1
j g is a basis for Mj over Mj�1.

In particular,
a D m0 Cm1 ǰ C � � � Cm`�1ˇ

`�1
j (9.4.1)

for certain mi 2 Mj�1.
Since p.x/ is a factor of f .x/ in Mj�1Œx�, p is separable, and the

` distinct roots f˛1 D ǰ ; ˛2; : : : ; ˛`g of p.x/ lie in L. According to
Proposition 9.4.1, for each s, there is a �s 2 AutMj �1

.L/ � AutK.L/
such that �s.˛1/ D ˛s . Applying �s to the expression for a and taking
into account that a and the mi are fixed by �s , we get

a D m0 Cm1˛s C � � � Cm`�1˛
`�1
s (9.4.2)

for 1 � s � `. Thus, the polynomial .m0�a/Cm1xC� � �Cm`�1x
l�1 of

degree no more than `� 1 has at least ` distinct roots in L, and, therefore,
the coefficients are identically zero. In particular, a D m0 2 Mj�1. n

The following is the converse to the previous proposition:

Proposition 9.4.13. SupposeK � L is a field extension, dimK.L/ is finite,
and Fix.AutK.L// D K.

(a) For any ˇ 2 L, ˇ is algebraic and separable over K, and the
minimal polynomial for ˇ over K splits in LŒx�.

(b) For ˇ 2 L, let ˇ D ˇ1; : : : ; ˇn be a list of the distinct elements
of f�.ˇ/ W � 2 AutK.L/g. Then .x � ˇ1/.: : : /.x � ˇn/ is the
minimal polynomial for ˇ over K.

(c) L is the splitting field of a separable polynomial in KŒx�.
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Proof. Since dimK.L/ is finite, L is algebraic over K.
Let ˇ 2 L, and let ˇ D ˇ1; : : : ; ˇr be the distinct elements of f�.ˇ/ W

� 2 AutK.L/g. Define g.x/ D .x � ˇ1/.: : : /.x � ˇr/ 2 LŒx�. Ev-
ery � 2 AutK.L/ leaves g.x/ invariant, so the coefficients of g.x/ lie in
Fix.AutK.L/ D K.

Let p.x/ denote the minimal polynomial of ˇ over K. Since ˇ is a
root of g.x/, it follows that p.x/ divides g.x/. On the other hand, every
root of g.x/ is of the form �.ˇ/ for � 2 AutK.L/ and, therefore, is also
a root of p.x/. Since the roots of g.x/ are simple, it follows that g.x/
divides p.x/. Hence p.x/ D g.x/, as both are monic. In particular, p.x/
splits into linear factors over L, and the roots of p.x/ are simple. This
proves parts (a) and (b).

SinceL is finite–dimensional overK, it is generated overK by finitely
many algebraic elements ˛1; : : : ; ˛s . It follows from part (a) that L is the
splitting field of f D f1f2 � � � fs , where fi is the minimal polynomial of
˛i over K. n

Recall that a finite–dimensional field extension K � L is said to be
Galois if Fix.AutK.L// D K.

Combining the last results gives the following:

Theorem 9.4.14. For a finite–dimensional field extension K � L, the
following are equivalent:

(a) The extension is Galois.
(b) The extension is separable, and for all ˛ 2 L the minimal poly-

nomial of ˛ over K splits into linear factors over L.
(c) L is the splitting field of a separable polynomial in KŒx�.

Corollary 9.4.15. If K � L is a finite–dimensional Galois extension and
K � M � L is an intermediate field, then M � L is a Galois extension.

Proof. L is the splitting field of a separable polynomial overK, and, there-
fore, also over M . n

Proposition 9.4.16. If K � L is a finite–dimensional Galois extension,
then

dimK L D jAutK.L/j: (9.4.3)
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Proof. The result is evident if K D L. Assume inductively that if K �

M � L is an intermediate field and dimM L < dimK L, then dimM L D

jAutM .L/j. Let ˛ 2 LnK and let p.x/ 2 KŒx� be the minimal polynomial
of ˛ over K. Since L is Galois over K, p is separable and splits over L,
by Theorem 9.4.14. If ' 2 IsoK.K.˛/; L/, then '.˛/ is a root of p, and '
is determined by '.˛/. Therefore,

deg.p/ D jIsoK.K.˛/; L/j D ŒAutK.L/ W AutK.˛/.L/�; (9.4.4)

where the last equality comes from Equation (9.4.3). By the induction hy-
pothesis applied to K.˛/, jAutK.˛/.L/j D dimK.˛/L is finite. Therefore,
AutK.L/ is also finite, and

jAutK.L/j D deg.p/ jAutK.˛/.L/j

D dimK.K.˛// dimK.˛/.L/ D dimK L;

where the first equality comes from Equation (9.4.4), the second from the
induction hypothesis and the irreducibility of p, and the final equality from
the multiplicativity of dimensions, Proposition 7.3.1. n

Corollary 9.4.17. Let K � L be a finite–dimensional Galois extension
and M an intermediate field. Then

jIsoK.M;L/j D dimKM: (9.4.5)

Proof.

jIsoK.M;L/j D ŒAutK.L/ W AutM .L/�

D
dimK.L/
dimM .L/

D dimKM;

using Corollary 9.4.3, Proposition 9.4.16, and the multiplicativity of di-
mension, Proposition 7.3.1. n

Corollary 9.4.18. Let K � M be a finite–dimensional separable field
extension. Then

jAutK.M/j � dimKM:

Proof. There is a field extension K � M � L such that L is finite–
dimensional and Galois overK. (In fact,M is obtained fromK by adjoin-
ing finitely many separable algebraic elements; let L be a splitting field
of the product of the minimal polynomials over K of these finitely many
elements.) Now, we have jAutK.M/j � jIsoK.M;L/j D dimKM . n
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Exercises 9.4

9.4.1. Prove Proposition 9.4.7.

9.4.2. Prove Proposition 9.4.8.

9.4.3. Prove Proposition 9.4.9.

9.4.4. Suppose that f .x/ 2 KŒx� is separable, andK � M is an extension
field. Show that f is also separable when considered as an element in
MŒx�.

9.5. The Galois Correspondence
In this section, we establish the fundamental theorem of Galois theory, a
correspondence between intermediate fields K � M � L and subgroups
of AutK.L/, when L is a Galois field extension of K.

Proposition 9.5.1. SupposeK � L is a finite–dimensional separable field
extension. Then there is an element 
 2 L such that L D K.˛/.

Proof. IfK is finite, then the finite–dimensional field extensionL is also a
finite field. According to Corollary 3.6.26, the multiplicative group of units
ofL is cyclic. ThenL D K.˛/, where ˛ is a generator of the multiplicative
group of units.

Suppose now that K is infinite (which is always the case if the char-
acteristic is zero). L is generated by finitely many separable algebraic
elements over K, L D K.˛1; : : : ; ˛s/. It suffices to show that if L D

K.˛; ˇ/, where ˛ and ˇ are separable and algebraic, then there is a 
 such
that L D K.
/, for then the general statement follows by induction on s.

Suppose then that L D K.˛; ˇ/. Let K � L � E be a finite–
dimensional field extension such that E is Galois over K. Write n D

dimK L D jIsoK.L;E/j (Corollary 9.4.17). Let f'1 D id; '2; : : : ; 'ng be
a listing of IsoK.L;E/.

I claim that there is an element k 2 K such that the elements 'j .k˛C

ˇ/ are all distinct. Suppose this for the moment and put 
 D k˛ C ˇ.
Then K.
/ � L, but dimK.K.
// D jIsoK.K.
/; E/j � n D dimK L.
Therefore, K.
/ D L.

Now, to prove the claim, let

p.x/ D

Y
1�i<j�n

�
x.'i .˛/ � 'j .˛/C .'i .ˇ/ � 'j .ˇ/

�
:
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The polynomial p.x/ is not identically zero since the 'i are distinct on
K.˛; ˇ/, so there is an element k of the infinite fieldK such that p.k/ ¤ 0.
But then the elements k'i .˛/ C 'i .ˇ/ D 'i .k˛ C ˇ/, 1 � i � n are
distinct. n

Corollary 9.5.2. Suppose K � L is a finite–dimensional field extension,
and the characteristic of K is zero. Then L D K.˛/ for some ˛ 2 L.

Proof. Separability is automatic in case the characteristic is zero. n

Proposition 9.5.3. Let K � L be a finite–dimensional separable field
extension and let H be a subgroup of AutK.L/. Put F D Fix.H/. Then

(a) L is Galois over F .
(b) dimF .L/ D jH j.
(c) H D AutF .L/.

Proof. First note that jH j � jAutK.L/j � dimK.L/, by Corollary 9.4.18,
soH is necessarily finite. Then F D Fix.AutF .L//, by Proposition 9.4.9,
so L is Galois over F and, in particular, separable by Theorem 9.4.14.

By Proposition 9.5.1, there is a ˇ such that L D F.ˇ/. Let f'1 D

id; '2; : : : ; 'ng be a listing of the elements of H , and put ˇi D 'i .ˇ/.
Then, by the argument of Proposition 9.4.13, the minimal polynomial for
ˇ over F is g.x/ D .x � ˇ1/.: : : /.x � ˇn/. Therefore,

dimF L D deg.g/ D jH j � jAutF .L/j D dimF .L/;

using Proposition 9.4.16. n

We are now ready for the fundamental theorem of Galois theory:

Theorem 9.5.4. Let K � L be a Galois field extension.
(a) There is an order-reversing bijection between subgroups of

AutK.L/ and intermediate fields K � M � L, given by
H 7! Fix.H/.

(b) The following conditions are equivalent for an intermediate field
M :

(i) M is Galois over K.
(ii) M is invariant under AutK.L/

(iii) AutM .L/ is a normal subgroup of AutK.L/.
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In this case,

AutK.M/ Š AutK.L/=AutM .L/:

Proof. If K � M � L is an intermediate field, then L is Galois over
M (i.e., M D Fix.AutM .L//). On the other hand, if H is a subgroup of
AutK.L/, then, according to Proposition 9.5.3, H D AutFix.H/.L/. Thus,
the two mapsH 7! Fix.H/ andM 7! AutM .L/ are inverses, which gives
part (a).

Let M be an intermediate field. There is an ˛ such that M D K.˛/

by Proposition 9.5.1. Let f .x/ denote the minimal polynomial of ˛ over
K. M is Galois over K if, and only if, M is the splitting field for f .x/,
by Theorem 9.4.14. But the roots of f .x/ in L are the images of ˛ under
AutK.L/ by Proposition 9.4.4. Therefore,M is Galois overK if, and only
if, M is invariant under AutK.L/.

If � 2 AutK.L/, then �.M/ is an intermediate field with group

Aut�.M/.L/ D �AutM .L/��1:

By part (a), M D �.M/ if, and only if,

AutM .L/ D Aut�.M/.L/ D �AutM .L/��1:

Therefore, M is invariant under AutK.L/ if, and only if, AutM .L/ is nor-
mal.

If M is invariant under AutK.L/, then � W � 7! �jM is a homo-
morphism of AutK.L/ into AutK.M/, with kernel AutM .L/. I claim that
this homomorphism is surjective. In fact, an element of � 2 AutK.M/ is
determined by �.˛/, which is necessarily a root of f .x/. But by Propo-
sition 9.4.1, there is a � 0 2 AutK.L/ such that � 0.˛/ D �.˛/; therefore,
� D � 0

jM
. Now, the homomorphism theorem for groups gives

AutK.M/ Š AutK.L/=AutM .L/:

This completes the proof of part (b). n

We shall require the following variant of Proposition 9.5.3.

Proposition 9.5.5. Let L be a field, H a finite subgroup of Aut.L/, and
F D Fix.H/. Then

(a) L is a finite–dimensional Galois field extension of F .
(b) H D AutF .L/ and dimF .L/ D jH j.

Proof. We cannot apply Proposition 9.5.3 because it is not given that L is
finite–dimensional over F . Let ˇ be any element of L. We can adapt the
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argument of Proposition 9.4.13 to show that ˇ is algebraic and separable
over F , and that the minimal polynomial for ˇ over F splits inL. Namely,
let ˇ D ˇ1; : : : ; ˇr be the distinct elements of f�.ˇ/ W � 2 H g. Define
g.x/ D .x�ˇ1/.: : : /.x�ˇr/ 2 LŒx�. Every � 2 H leaves g.x/ invariant,
so the coefficients of g.x/ lie in Fix.H/ D F .

Let p.x/ denote the minimal polynomial of ˇ over F . Since ˇ is a
root of g.x/, it follows that p.x/ divides g.x/. On the other hand, every
root of g.x/ is of the form �.ˇ/ for � 2 H � AutF .L/ and, therefore, is
also a root of p.x/. Since the roots of g.x/ are simple, it follows that g.x/
divides p.x/. Hence p.x/ D g.x/, as both are monic. In particular, p.x/
splits into linear factors over L, and the roots of p.x/ are simple.

Note that deg.p/ � jH j, so dimF .F.ˇ// D deg.p/ � jH j.
Next consider an intermediate field F � M � L with dimF .M/

finite. Since M is finite–dimensional and separable over F , Proposition
9.5.1 implies that there exists ˇ 2 M such that M D F.˛/; hence
dimF .M/ � jH j. According to Exercise 9.5.1, it follows that dimF .L/ �

jH j.
We can now apply Proposition 9.5.3, with K D F , to reach the con-

clusions. n

Let K � L be a field extension and let A;B be fields intermediate
between K and L. Consider the composite A � B , namely, the subfield of
L generated by A[B . We have the following diagram of field extensions:

A � A � B � L

[j [j

K � A \ B � B:

The following is an important technical result that is used in the sequel.

Proposition 9.5.6. Let K � L be a finite–dimensional field extension and
letA;B be fields intermediate betweenK andL. Suppose that B is Galois
over K. Then A � B is Galois over A and AutA.A � B/ Š AutA\B.B/.

Proof. Exercise 9.5.2. n

The remainder of this section can be omitted without loss of continuity.
It is not hard to obtain the inequality of Corollary 9.4.18 without the

separability assumption. It follows that the separability assumption can
also be removed in Proposition 9.5.3. Although we consider only separable
field extensions in this text, the argument is nevertheless worth knowing.
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Proposition 9.5.7. Let L be a field. Any collection of distinct automor-
phisms of L is linearly independent.

Proof. Let f�1; : : : ; �ng be a collection of distinct automorphisms of L.
We show by induction on n that the collection is linearly independent (in
the vector space of functions from L to L.) If n D 1 there is nothing to
show, since an automorphism cannot be identically zero. So assume n > 1
and assume any smaller collection of distinct automorphisms is linearly
independent. Suppose

nX
iD1

�i �i D 0; (9.5.1)

where �i 2 L. Choose � 2 L such that �1.�/ ¤ �n.�/. Then for all
� 2 L,

0 D

nX
iD1

�i �i .��/ D

nX
iD1

�i�i .�/ �i .�/: (9.5.2)

In other words,
nX
iD1

�i�i .�/ �i D 0: (9.5.3)

We can now eliminate �1 between Equations (9.5.1) and (9.5.3) to give

nX
iD2

�i .�1.�/ � �i .�// �i D 0: (9.5.4)

By the inductive assumption, all the coefficients of this equation must be
zero. In particular, since .�1.�/� �n.�// ¤ 0, we have �n D 0. Now, the
inductive assumption applied to the original Equation (9.5.1) gives that all
the coefficients �i are zero. n

Proposition 9.5.8. Let K � L be a field extension with dimK.L/ finite.
Then jAutK.L/j � dimK.L/.

Proof. Suppose that dimK.L/ D n and f�1; : : : ; �ng is a basis of L over
K. Suppose also that f�1; : : : ; �nC1g is a subset of AutK.L/. (We do not
assume that the �i are all distinct!) The n-by-nC 1 matrix�

�j .�i /
�
1�i�n; 1�j�nC1
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has a nontrivial kernel by basic linear algebra. Thus, there exist b1; : : : ; bnC1

in L, not all zero, such that X
j

�j .�i /bj D 0

for all i . Now, if k1; : : : ; kn are any elements of K,

0 D

X
i

ki .
X
j

�j .�i / bj / D

X
j

bj�j .
X
i

ki�i /:

But
P
i ki�i represents an arbitrary element of L, so the last equation

gives
P
j bj �j D 0. Thus, the collection of �j is linearly dependent.

By the previous proposition, the �j cannot be all distinct. That is, the
cardinality of AutK.L/ is no more than n. n

Exercises 9.5

9.5.1. Suppose that K � L is an algebraic field extension. Show that
L D [fM W K � M � L and M is finite–dimensionalg. If there is an
N 2 N such that dimK.M/ � N whenever K � M � L and M is
finite–dimensional, then also dimK.L/ � N .

9.5.2. This exercise gives the proof of Proposition 9.5.6. We suppose that
K � L is a finite–dimensional field extension, thatA;B are fields interme-
diate between K and L, and that B is Galois over K. Let ˛ be an element
of B such that B D K.˛/ (Proposition 9.5.1). Let p.x/ 2 KŒx� be the
minimal polynomial for ˛. Then B is a splitting field for p.x/ overK, and
the roots of p.x/ are distinct, by Theorem 9.4.14.

(a) Show that A �B is Galois over A. Hint: A �B D A.˛/; show that
A � B is a splitting field for p.x/ 2 AŒx�.

(b) Show that � 7! �jB is an injective homomorphism of AutA.A�B/

into AutA\B.B/.
(c) Check surjectivity of � 7! �jB as follows: Let

G0
D f�jB W � 2 AutA.A � B/g:

Then

Fix.G0/ D Fix.AutA.A � B// \ B D A \ B:

Therefore, by the Galois correspondence, G0 D AutA\B.B/.
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9.6. Symmetric Functions
Let K be any field, and let x1; : : : ; xn be variables. For a vector ˛ D

.˛1; : : : ; ˛n/, with nonnegative integer entries, let x˛ D x
˛1

1 : : : x
˛n
n . The

total degree of the monic monomial x˛ is j˛j D
P
˛i . A polynomial is

said to be homogeneous of total degree d if it is a linear combination of
monomials x˛ of total degree d .

WriteKd Œx1; : : : ; xn� for the set of polynomials in n variables that are
homogeneous of total degree d or identically zero. Then Kd Œx1; : : : ; xn�
is a vector space over K and KŒx1; : : : ; xn� is the direct sum over over
d � 0 of the subspaces Kd Œx1; : : : ; xn�; see Exercise 9.6.1.

The symmetric group Sn acts on polynomials and rational functions
in n variables over K by �.f /.x1; : : : ; xn/ D f .x�.1/; : : : ; x�.n//. For
� 2 Sn, �.x˛/ D x

˛1

�.1/
: : : x

˛n

�.n/
. A polynomial or rational function is

called symmetric if it is fixed by the Sn action. The set of symmetric
polynomials is denoted KS Œx1; : : : ; xn�, and the set of symmetric rational
functions is denoted KS .x1; : : : ; xn/.

Note that for each d , Kd Œx1; : : : ; xn� is invariant under the action of
Sn, andKS Œx1; : : : ; xn� is the direct sum of the vector subspacesKS

d
Œx1; : : : ; xn� D

Kd Œx1; : : : ; xn� \K
S Œx1; : : : ; xn� for d � 0. See Exercise 9.6.3.

Lemma 9.6.1.
(a) The action of Sn on KŒx1; : : : ; xn� is an action by ring automor-

phisms; the action of of Sn on K.x1; : : : ; xn/ is an action by by
field automorphisms.

(b) KS Œx1; : : : ; xn� is a subring of KŒx1; : : : ; xn� and
KS .x1; : : : ; xn/ is a subfield of K.x1; : : : ; xn/.

(c) The field of symmetric rational functions is the field of fractions
of the ring of symmetric polynomials in n-variables.

Proof. Exercise 9.6.2. n

Proposition 9.6.2. The fieldK.x1; : : : ; xn/ of rational functions is Galois
over the field KS .x1; : : : ; xn/ of symmetric rational functions, and the
Galois group AutKS .x1;:::;xn/

.K.x1; : : : ; xn// is Sn.

Proof. By Exercise 9.6.1, Sn acts on K.x1; : : : ; xn/ by field automor-
phisms and KS .x1; : : : ; xn/ is the fixed field. Therefore, by Proposition
9.5.5 the extension is Galois, with Galois group is Sn. n
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We define a distinguished family of symmetric polynomials, the ele-
mentary symmetric functions as follows:

�0.x1; : : : ; xn/ D 1

�1.x1; : : : ; xn/ D x1 C x2 C � � � C xn

�2.x1; : : : ; xn/ D

X
1�i<j�n

xixj

: : :

�k.x1; : : : ; xn/ D

X
1�i1<i2<���<ik�n

xi1 � � � xik

: : :

�n.x1; : : : ; xn/ D x1x2 � � � xn

We put �j .x1; : : : xn/ D 0 if j > n.

Lemma 9.6.3.
.x � x1/.x � x2/.� � � /.x � xn/

D xn � �1x
n�1

C �2x
n�2

� � � � C .�1/n�n

D

nX
kD0

.�1/k�kx
n�k;

where �k is short for �k.x1; : : : ; xn/.

Proof. Exercise 9.6.4. n

Corollary 9.6.4.
(a) Let f .x/ D xn C an�1x

n�1 C � � � C a0 be a monic polynomial
in KŒx� and let ˛1; : : : ; ˛n be the roots of f in a splitting field.
Then ai D .�1/n�i�n�i .˛1; : : : ; ˛n/.

(b) Let f .x/ D anx
n C an�1x

n�1 C � � � C a0 2 KŒx� be of degree
n, and let ˛1; : : : ; ˛n be the roots of f in a splitting field. Then
ai=an D .�1/n�i�n�i .˛1; : : : ; ˛n/.

Proof. For part (a),

f .x/ D .x � ˛1/.x � ˛2/ � � � .x � ˛n/

D xn � �1.˛1; : : : ; ˛n/x
n�1

C �2.˛1; : : : ; ˛n/x
n�2

�

� � � C .�1/n�n.˛1; : : : ; ˛n/:
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For part (b), apply part (a) to

.x � ˛1/.x � ˛2/ � � � .x � ˛n/ D

X
i

.ai=an/x
i :

n

Definition 9.6.5. LetK be a field and fu1; : : : ; ung a set of elements in an
extension field. We say that fu1; : : : ; ung is algebraically independent over
K if there is no polynomial f 2 KŒx1; : : : ; xn� such that f .u1; : : : ; un/ D

0.

The following is called the fundamental theorem of symmetric func-
tions:

Theorem 9.6.6. The set of elementary symmetric functions f�1; : : : ; �ng

in KŒx1; : : : ; xn� is algebraically independent over K, and gener-
ates KS Œx1; : : : ; xn� as a ring. Consequently, K.�1; : : : ; �n/ D

KS .x1; : : : ; xn/.

The algebraic independence of the �i is the same as linear indepen-
dence of the monic monomials in the �i . First, we establish an indexing
system for the monic monomials: A partition is a finite decreasing se-
quence of nonnegative integers, � D .�1; : : : ; �k/. We can picture a parti-
tion by means of an M -by-N matrix � of zeroes and ones, where M � k

and N � �1; �rs D 1 if r � k and s � �r , and �rs D 0 otherwise. Here
is a matrix representing the partition � D .5; 4; 4; 2/:

� D

26666664
1 1 1 1 1 0

1 1 1 1 0 0

1 1 1 1 0 0

1 1 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

37777775 :

The size of a partition � is j�j D
P
�i . The nonzero entries in � are

referred to as the parts of �. The number of parts is called the length of
�. The conjugate partition �� is that represented by the transposed matrix
��. Note that ��

r D jfi W �i � rgj, and .��/� D �; see Exercise 9.6.6. For
� D .5; 4; 4; 2/, we have �� D .4; 4; 3; 3; 1/, corresponding to the matrix
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��
D

26666664
1 1 1 1 0 0

1 1 1 1 0 0

1 1 1 0 0 0

1 1 1 0 0 0

1 0 0 0 0 0

0 0 0 0 0 0

37777775 :
For � D .�1; �2; : : : ; �s/, define

��.x1; : : : ; xn/ D

Y
i

��i
.x1; : : : ; xn/:

For example, �.5;4;4;2/ D .�5/.�4/
2.�2/. Note that ��.x1; : : : ; xn/ D 0 if

�1 > n.
We will show that the set of �� with j�j D d and �1 � n is a basis of

KS
d
Œx1; : : : ; xn�. In order to do this, we first produce a more obvious basis.
For a partition � D .�1; : : : �n/ with no more than n nonzero parts,

define the monomial symmetric function

m�.x1; : : : ; xn/ D .1=f /
X
�2Sn

�.x�/;

where f is the size of the stabilizer of x� under the action of the symmetric
group. (Thus, m� is a sum of monic monomials, each occurring exactly
once.) For example,

m.5;4;4;2/.x1; : : : ; x4/ D x51x
4
2x
4
3x
2
4 C x51x

4
2x
2
3x
4
4 C x51x

2
2x
4
3x
4
4 C : : : ;

a sum of 12 monic monomials.
In the Exercises, you are asked to check that the monomial symmetric

functions m� with � D .�1; : : : ; �n/ and j�j D d form a linear basis of
KS
d
Œx1; : : : ; xn�.
Define a total order on n-tuples of nonnegative integers and, in particu-

lar, on partitions by ˛ > ˇ if the first nonzero difference ˛i�ˇi is positive.
Note that � � �.�/ for any permutation � . This total order on n-tuples ˛
induces a total order on monomials x˛ called lexicographic order.

Lemma 9.6.7.
(a) The leading (i.e., lexicographically highest) monomial of �� is

x�
�

.
(b)

��.x1; : : : ; xn/ D

X
j�jDj�j

T��m��.x1; : : : ; xn/;

where T�� is a nonnegative integer, T�� D 1, and T�� D 0 if
�� > ��.
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(c)
m� D

X
j�jDj�j

S�����.x1; : : : ; xn/;

where S�� is a nonnegative integer, S�� D 1, and S�� D 0 if
�� > ��.

Proof.
��.x1; : : : ; xn/ D .x1 � � � x�1

/.x1 � � � x�2
/ � � � .x1 � � � x�n

/C : : :

D x
�1

1 x
�2

2 � � � x�n
n C � � � ;

where the omitted monomials are lexicographically lower, and �j is the
number of �k such that �k � j ; but then �j D ��

j , and, therefore, the
leading monomial of �� is x�

�

. Since �� is symmetric, we have �� D

m��C a sum ofm�� , where j�j D j�j and � < �� in lexicographic order.
This proves parts (a) and (b).

Moreover, a triangular integer matrix with 1’s on the diagonal has an
inverse of the same sort. Therefore, (b) implies (c). n

Example 9.6.8. Take n D 4 and � D .4; 4; 3; 3; 2/. Then �� D .5; 4; 4; 2/.
We have

�� D .�4/
2.�3/

2�1

D .x1x2x3x4/
2.x1x2x3 C x1x3x4 C x2x3x4/

2.x1 C : : : x4/

D x51x
4
2x
4
3x
2
4 C : : : ;

where the remaining monomials are less than x51x
4
2x
4
3x
2
4 in lexicographic

order.

Proof of Theorem 9.6.6. Since them� of a fixed degree d form a basis of
the linear space KS

d
Œx1; : : : ; xn�, it is immediate from the previous lemma

that the �� of degree d also form a basis ofKS
d
Œx1; : : : ; xn�. Therefore, the

symmetric functions �� of arbitrary degree are a basis forKS Œx1; : : : ; xn�.
Moreover, because the m� can be written as integer linear combina-

tions of the ��, it follows that for any ring A, the ring of symmetric poly-
nomials in AŒx1; : : : ; xn� equals AŒ�1; : : : ; �n�. n

Algorithm for expansion of symmetric polynomials in the elementary
symmetric polynomials. The matrix T�� was convenient for showing
that the �� form a linear basis of the vector space of symmetric polynomi-
als. It is neither convenient nor necessary, however, to compute the matrix
and to invert it in order to expand symmetric polynomials as linear combi-
nations of the ��. This can be done by the following algorithm instead:
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Let p D
P
aˇx

ˇ be a homogeneous symmetric polynomial of degree
d in variables x1; : : : ; xn. Let x˛ be the greatest monomial (in lexico-
graphic order) appearing in p; since p is symmetric, ˛ is necessarily a
partition. Then

p D a˛m˛ C lexicographically lower terms;

and

�˛� D m˛ C lexicographically lower terms:

Therefore, p1 D p � a˛e˛� is a homogeneous symmetric polynomial
of the same degree that contains only monomials lexicographically lower
than x˛, or p1 D 0. Now, iterate this procedure. The algorithm must
terminate after finitely many steps because there are only finitely many
monic monomials of degree d .

We can formalize the structure of this proof by introducing the notion
of induction on a totally ordered set. Let P.d; n/ denote the totally ordered
set of partitions of size d with no more than n parts. Suppose we have a
predicate P.�/ depending on a partition. In order to prove that P.�/ holds
for all � 2 P.d; n/, it suffices to show that

1. P.�/, where � is the least partition in P.d; n/, and
2. For all � 2 P.d; n/, if P.�/ holds for all � 2 P.d; n/ such that

� < �, then P.�/ holds.

To apply this idea to our situation, take P.�/ to be the predicate: If p
is a symmetric homogeneous polynomial of degree d in n variables, in
which the lexicographically highest monomial is x�, then p is a linear
combination of ��

� with � 2 P.d; n/ and � � �.
Let � be the least partition in P.d; n/. Then

m�.x1; : : : ; xn/ D ��.x1; : : : ; xn/:

Moreover, if p is a symmetric homogeneous polynomial of degree d in n
variables whose highest monomial is x� , then p is a multiple ofm�.x1; : : : ; xn/.
This shows that P.�/ holds.

Now, fix a partition � 2 P.d; n/, and suppose that P.�/ holds for all
partitions � 2 P.d; n/ such that � < �. (This is the inductive hypothesis.)
Let p be a homogeneous symmetric polynomial of degree d whose leading
term is a�x�. As observed previously, p1 D p � a���� is either zero or a
homogeneous symmetric polynomial of degree d with leading monomial
xˇ for some ˇ < �. According to the inductive hypothesis, p1 is a linear
combination of ��

� with � � ˇ < �. Therefore, p D p1 C a���� is a
linear combination of ��

� with � � �.
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Example 9.6.9. We illustrate the algorithm by an example. Consider poly-
nomials in three variables. Take p D x3 C y3 C z3. Then

p1 D p � �13

D �3 x2 y � 3 x y2 � 3 x2 z � 6 x y z � 3 y2 z � 3 x z2 � 3 y z2;

p2 D p1 C 3�.2;1/

D 3xyz

D 3�3:

Thus, p D �13 � 3�.2;1/ C 3�3.

Of course, such computations can be automated. A program in Math-
ematica for expanding symmetric polynomials in elementary symmetric
functions is available on my World Wide Web site.1

Exercises 9.6

9.6.1.
(a) Show that the set Kd Œx1; : : : ; xn� of polynomials that are homo-

geneous of total degree d or identically zero is a finite–dimensional
vector subspace of the K-vector space KŒx1; : : : ; xn�.

(b) Find the dimension of Kd Œx1; : : : ; xn�.
(c) Show that KŒx1; : : : ; xn� is the direct sum of Kd Œx1; : : : ; xn�,

where d ranges over the nonnegative integers.

9.6.2. Prove Lemma 9.6.1.

9.6.3.
(a) For each d , Kd Œx1; : : : ; xn� is invariant under the action of Sn.
(b) KS

d
Œx1; : : : ; xn� D Kd Œx1; : : : ; xn�\K

S Œx1; : : : ; xn� is a vector
subspace of KS Œx1; : : : ; xn�.

(c) KS Œx1; : : : ; xn� is the direct sum of the subspacesKS
d
Œx1; : : : ; xn�

for d � 0.

9.6.4. Prove Lemma 9.6.3.

9.6.5. Show that every monic monomial �mn
n �

mn�1

n�1 : : : �
m1

1 in the �i is an
��, and relate � to the multiplicities mi .

9.6.6. Show that if � is a partition, then the conjugate partition �� satisfies
��
j D jfi W �i � j gj.

9.6.7. Show that �� is homogeneous of total degree j�j.

1www.math.uiowa.edu/~goodman
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9.6.8. Show that the monomial symmetric functionsm� with � D .�1; : : : ; �n/

and j�j D d form a linear basis of KS
d
Œx1; : : : ; xn�.

9.6.9. Show that a symmetric function �� of degree d is an integer lin-
ear combination of monomials x˛ of degree d and, therefore, an integer
linear combination of monomial symmetric functions m� with j�j D d .
(Substitute Zq-linear combinations in case the characteristic is q.)

9.6.10. Show that an upper triangular matrix T with 1’s on the diagonal
and integer entries has an inverse of the same type.

9.6.11. Write out the monomial symmetric functions m3;3;1.x1; x2; x3/
and m3;2;1.x1; x2; x3/, and note that they have different numbers of sum-
mands.

9.6.12. Consult the Mathematica notebook Symmetric- Functions.nb,
which is available on my World Wide Web site. Use the Mathematica
function monomialSymmetric[ ] to compute the monomial symmetric
functions m� in n variables for

(a) � D Œ2; 2; 1; 1�, n D 5

(b) � D Œ3; 3; 2�, n D 5

(c) � D Œ3; 1�, n D 5

9.6.13. Use the algorithm described in this section to expand the follow-
ing symmetric polynomials as polynomials in the elementary symmetric
functions.

(a) x1
2 x2

2 x3 C x1
2 x2 x3

2 C x1 x2
2 x3

2

(b) x31 C x32 C x33

9.6.14. Consult the Mathematica notebook Symmetric- Functions.nb,
which is available on my World Wide Web site. Use the Mathematica
function elementaryExpand[ ] to compute the expansion of the following
symmetric functions as polynomials in the elementary symmetric func-
tions.

(a) Œ.x1 � x2/.x1 � x3/.x1 � x4/.x2 � x3/.x2 � x4/.x3 � x4/�
2

(b) m�, for � D Œ4; 3; 3; 1�, in four variables

9.6.15. Suppose that f is an antisymmetric polynomial in n variables;
that is, for each � 2 Sn, �.f / D �.�/f , where � denotes the parity
homomorphism. Show that f has a factorization f D ı.x1; : : : ; xn/g,
where ı.x1; : : : ; xn/ D

Q
i<j .xi � xj /, and g is symmetric.

9.7. The General Equation of Degree n
Consider the quadratic formula or Cardano’s formulas for solutions of a
cubic equation, which calculate the roots of a polynomials in terms of the
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coefficients; in these formulas, the coefficients may be regarded as vari-
ables and the roots as functions of these variables. This observation sug-
gests the notion of the general polynomial of degree n, which is defined as
follows:

Let t1; : : : ; tn be variables. The general (monic) polynomial of degree
n over K is

Pn.x/ D xn � t1x
n�1

C � � � C .�1/n�1tn 2 K.t1; : : : ; tn/.x/:

Let u1; : : : ; un denote the roots of this polynomial in a splitting field E.
Then .x � u1/ � � � .x � un/ D Pn.x/; and tj D �j .u1; : : : ; un/ for 1 �

j � n, by Corollary 9.6.4. We shall now show that the Galois group of the
general polynomial of degree n is the symmetric group Sn.

Theorem 9.7.1. Let E be a splitting field of the general polynomial
Pn.x/ 2 K.t1; : : : ; tn/Œx�. The Galois group AutK.t1;:::;tn/.E/ is the sym-
metric group Sn.

Proof. Introduce a new set of variables v1; : : : ; vn and let

fj D �j .v1; : : : ; vn/ for 1 � j � n;

where the �j are the elementary symmetric functions. Consider the poly-
nomial

QPn.x/ D .x � v1/ � � � .x � vn/ D xn C

X
j

.�1/jfjx
n�j :

The coefficients lie inK.f1; : : : ; fn/, which is equal toKS .v1; : : : ; vn/ by
Theorem 9.6.6. According to Proposition 9.6.2, K.v1; : : : ; vn/ is Galois
over K.f1; : : : ; fn/ with Galois group Sn. Furthermore,
K.v1; : : : ; vn/ is the splitting field over K.f1; : : : ; fn/ of QPn.x/.

Let u1; : : : ; un be the roots of Pn.x/ in E. Then tj D �j .u1; : : : ; un/

for 1 � j � n, so E D K.t1; : : : ; tn/.u1; : : : ; un/ D K.u1; : : : ; un/.
Since ftig are variables, and the ffig are algebraically independent

overK, according to Theorem 9.6.6, there is a ring isomorphismKŒt1; : : : ; tn� !

KŒf1; : : : ; fn� fixingK and taking ti to fi . This ring isomorphism extends
to an isomorphism of fields of fractions

K.t1; : : : ; tn/ Š K.f1; : : : ; fn/;

and to the polynomial rings

K.t1; : : : ; tn/Œx� Š K.f1; : : : ; fn/Œx�I

the isomorphism of polynomial rings carries Pn.x/ to QPn.x/. Therefore,
by Proposition 9.2.4, there is an isomorphism of splitting fields E Š
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K.v1; : : : ; vn/ extending the isomorphism

K.t1; : : : ; tn/ Š K.f1; : : : ; fn/:

It follows that the Galois groups are isomorphic:

AutK.t1;:::;tn/.E/ Š AutK.f1;:::;fn/.K.v1; : : : ; vn// Š Sn:

n

We shall see in Section 10.6 that this result implies that there can be
no analogue of the quadratic and cubic formulas for equations of degree
5 or more. (We shall work out formulas for quartic equations in Section
9.8.)

The discriminant. We now consider some symmetric polynomials that
arise in the study of polynomials and Galois groups.

Write
ı D ı.x1; : : : ; xn/ D

Y
1�i<j�n

.xi � xj /:

We know that ı distinguishes even and odd permutations. Every permuta-
tion � satisfies �.ı/ D ˙ı and � is even if, and only if, �.ı/ D ı. The
symmetric polynomial ı2 is called the discriminant polynomial.

Now let f D
P
i aix

i 2 KŒx� be polynomial of degree n. Let
˛1; : : : ; ˛n be the roots of f .x/ in a splitting field E. The element

ı2.f / D a2n�2
n ı2.˛1; : : : ; ˛n/

is called the discriminant of f .
Now suppose in addition that f is irreducible and separable. Since

ı2.f / is invariant under the Galois group of f , it follows that ı2.f /
is an element of the ground field K. Since the roots of f are distinct,
the element ı.f / D an�1

n ı.˛1; : : : ; ˛n/ is nonzero, and an element � 2

AutK.E/ induces an even permutation of the roots of f if, and only if,
�.ı.f // D ı.f /. Thus we have the following result:

Proposition 9.7.2. Let f 2 KŒx� be an irreducible separable polynomial.
Let E be a splitting field for f , and let ˛1; : : : ; ˛n be the roots of f .x/ in
E. The Galois group AutK.E/, regarded as a group of permutations of
the set of roots, is contained in the alternating group An if, and only if, the
discriminant ı2.f / of f has a square root in K.

Proof. The discriminant has a square root in K if, and only if, ı.f / 2 K.
But ı.f / 2 K if, and only if, it is fixed by the Galois group, if, and only
if, the Galois group consists of even permutations. n
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We do not need to know the roots of f in order to compute the dis-
criminant. Because the discriminant of f D

P
i aix

i is the discriminant
of the monic polynomial .1=an/f multiplied by a2n�1

n , it suffices to give
a method for computing the discriminant of a monic polynomial. Suppose,
then, that f is monic.

The discriminant is a symmetric polynomial in the roots and, there-
fore, a polynomial in the coefficients of f , by Theorem 9.6.6 and Corollary
9.6.4. For fixed n, we can expand the discriminant polynomial ı2.x1; : : : ; xn/
as a polynomial in the elementary symmetric functions, say ı2.x1; : : : ; xn/ D

dn.�1; : : : ; �n/. Then

ı2.f / D dn.�an�1; an�2; : : : ; .�1/
na0/:

This is not the most efficient method of calculating the discriminant of a
polynomial, but it works well for polynomials of low degree. (A program
for computing the discriminant by this method is available on my Web
site.)

Example 9.7.3. (Galois group of a cubic.) The Galois group of a monic
cubic irreducible polynomial f is either A3 D Z3 or S3, according to
whether ı2.f / 2 K. (These are the only transitive subgroups of S3.) We
can compute that

ı2.x1; x2; x3/ D �1
2 �2

2
� 4 �2

3
� 4 �1

3 �3 C 18 �1 �2 �3 � 27 �3
2:

Therefore, a cubic polynomial f .x/ D x3 C ax2 C bx C c has

ı2.f / D a2 b2 � 4 b3 � 4 a3 c C 18 a b c � 27 c2:

In particular, a polynomial of the special form f .x/ D x3 C px C q has

ı2.f / D �4p3 � 27 q2;

as computed in Chapter 8.
Consider, for example, f .x/ D x3 � 4x2 C 2x C 13 2 ZŒx�. To

test a cubic for irreducibility, it suffices to show it has no root in Q, which
follows from the rational root test. The discriminant of f is ı2.f / D

�3075. Since this is not a square in Q, it follows that the Galois group of
f is S3.

Example 9.7.4. The Galois group of an irreducible quartic polynomial f
must be one of the following, as these are the only transitive subgroups of
S4, according to Exercise 5.1.20:

� A4;V � A4, or
� S4;D4;Z4 6� A4.
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We can compute that the discriminant polynomial has the expansion

ı2.x1; : : : ; x4/ D�1
2 �2

2 �3
2

� 4 �2
3 �3

2
� 4 �1

3 �3
3

C 18 �1 �2 �3
3
�

27 �3
4

� 4 �1
2 �2

3 �4 C 16 �2
4 �4 C 18 �1

3 �2 �3 �4�

80 �1 �2
2 �3 �4 � 6 �1

2 �3
2 �4 C 144 �2 �3

2 �4 � 27 �1
4 �4

2
C

144 �1
2 �2 �4

2
� 128 �2

2 �4
2

� 192 �1 �3 �4
2

C 256 �4
3:

Therefore, for f .x/ D x4 C ax3 C bx2 C cx C d ,

ı2.f / Da2 b2 c2 � 4 b3 c2 � 4 a3 c3 C 18 a b c3 � 27 c4 � 4 a2 b3 dC

16 b4 d C 18 a3 b c d � 80 a b2 c d � 6 a2 c2 d C 144 b c2 d�

27 a4 d2 C 144 a2 b d2 � 128 b2 d2 � 192 a c d2 C 256 d3:

For example, take f .x/ D x4 C 3x3 C 4x2 C 7x � 5. The reduction of f
mod 3 is x4 C x2 C x C 1, which can be shown to be irreducible over Z3
by an ad hoc argument. Therefore, f .x/ is also irreducible over Q. We
compute that ı2.f / D �212836, which is not a square in Q, so the Galois
group must be S4, D4, or Z4.

Resultants. In the remainder of this section, we will discuss the notion
of the resultant of two polynomials. This material can be omitted without
loss of continuity.

The resultant of polynomials f D
Pn
iD0 aix

i ; g D
Pm
iD0 bix

i 2

KŒx�, of degrees n and m, is defined to be the product

R.f; g/ D amn b
n
m

Y
i

Y
j

.�i � �j /; (9.7.1)

where the �i and �j are the roots of f and g, respectively, in a common
splitting field.

The product

R0.f; g/ D

Y
i

Y
j

.�i � �j /; (9.7.2)

is evidently symmetric in the roots of f and in the roots of g and, therefore,
is a polynomial in the quantities .ai=an/ and .bj =bn/. We can show that
the total degree as a polynomial in the .ai=an/ is m and the total degree
as a polynomial in the .bj =bm/ is m. Therefore, the resultant (9.7.1) is a
polynomial in the ai and bj , homogeneous of degree m in the ai and of
degree n in the bj .

Furthermore, R.f; g/ D 0 precisely when f and g have a common
root, that is, if, and only if, f and g have a a nonconstant common fac-
tor in KŒx�. We shall find an expression for R.f; g/ by exploiting this
observation.

If the polynomials f and g have a common divisor q.x/ inKŒx�, then
there exist polynomials '.x/ and  .x/ of degrees no more than n� 1 and
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m � 1, respectively, such that

f .x/ D q.x/'.x/; and

g.x/ D q.x/ .x/; so

f .x/ .x/ D g.x/'.x/ D q.x/'.x/ .x/:

Conversely, the existence of polynomials '.x/ of degree no more than n�1

and  .x/ of degree no more than m � 1 such that f .x/ .x/

D g.x/'.x/ implies that f and g have a nonconstant common divisor
(Exercise 9.7.9).

Now, write  .x/ D
Pm�1
iD0 ˛ix

i and '.x/ D
Pn�1
iD0 ˇix

i , and match
coefficients in the equation f .x/ .x/ D g.x/'.x/ to get a system of
linear equations in the variables

.˛0; : : : ; ˛m�1;�ˇ0; : : : ;�ˇn�1/:

Assuming without loss of generality that n � m, the matrix R.f; g/ of the
system of linear equations has the form displayed in Figure 9.7.1.

266666666666666666666666666664

a0 b0
a1 a0 b1 b0
a2 a1 a0 b2 b1 b0
:::

:::
:::

: : :
:::

:::
:::

: : :
:::

:::
::: : : : a0

:::
:::

::: : : :
:::

:::
::: : : : a1 bm bm�1 bm�2 : : :

:::
:::

::: : : : a2 bm bm�1 : : : : : :
: : :

:::
:::

::: : : :
::: bm : : : : : : : : : b0

an an�1 : : : an�mC1
: : : : : : : : : b1

an
::: : : :

::: : : :
:::

an : : :
::: : : :

:::
: : :

:::
: : :

:::

an bm

377777777777777777777777777775
Figure 9.7.1. The matrix R.f; g/.

The matrix has m columns with ai ’s and n columns with bi ’s. It fol-
lows from the preceding discussion that f and g have a nonconstant com-
mon divisor if, and only if, the matrix R.f; g/ has determinant zero.

We want to show that det.R.f; g// D .�1/nCmR.f; g/. Since
det.R.f; g// D amn b

n
m det.R.a�1

n f; b�1
m g//, and similarly, R.f; g/ D
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amn b
n
mR.a

�1
n f; b�1

m g/, it suffices to consider the case where both f and
g are monic.

At this point we need to shift our point of view slightly. Regard the
roots �i and �j as variables, the coefficients ai as symmetric polynomials
in the �i , and the coefficients and bj as symmetric polynomials in the �j .
Then det.R.f; g// is a polynomial in the �i and �j , symmetric with respect
to each set of variables, which is zero when any �i and �j agree. It follows
that det.R.f; g// is divisible by

Q
i

Q
j .�i � �j / D R.f; g/ (Exercise

9.7.12). But as both det.R/ and R.f; g/ are polynomials in the ai and bj
of total degree nCm, they are equal up to a scalar factor, and it remains to
show that the scalar factor is .�1/nCm. In fact, det.R/ has a summand am0 .
On the other hand R.f; g/ D .�1/nCm

Q
j f . ǰ /, according to Exercise

9.7.10, and so has a summand .�1/nCmam0 .

Proposition 9.7.5. R.f; g/ D .�1/nCm det.R.f; g//.

We now observe that the discriminant of f can be computed using the
resultant of f and its formal derivative f 0. In fact, from Exercise 9.7.10,

R.f; f 0/ D an�1
n

Y
i

f 0.�i /:

Using

f .x/ D an
Y
i

.x � �i /;

we can verify that

f 0.�i / D an
Y
j¤i

.�i � �j /:

Therefore,

R.f; f 0/ D an�1
n

Y
i

f 0.�i / D a2n�1
n

Y
i

Y
j¤i

.�i � �j /

D a2n�1
n .�1/n.n�1/=2

Y
i<j

.�i � �j /
2

D an .�1/
n.n�1/=2 ı2.f /:

Proposition 9.7.6. ı2.f / D a�1
n .�1/n.n�1/=2R.f; f 0/.
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Although determinants tend to be inefficient for computations, the ma-
trix R is sparse, and it appears to be more efficient to calculate the discrim-
inant using the determinant of R.f; f 0/ than to use the method described
earlier in this section.

Exercises 9.7

9.7.1. Determine the Galois groups of the following cubic polynomials:
(a) x3 C 2x C 1, over Q
(b) x3 C 2x C 1, over Z3
(c) x3 � 7x2 � 7, over Q

9.7.2. Verify that the Galois group of f .x/ D x3 C 7x C 7 over Q is
S3. Determine, as explicitly as possible, all intermediate fields between
the rationals and the splitting field of f .x/.

9.7.3. Show that the discriminant polynomial ı2.x1; : : : ; xn/ is a polyno-
mial of degree 2n � 2 in the elementary symmetric polynomials. Hint:
Show that when ı2.x1; : : : ; xn/ is expanded as a polynomial in the ele-
mentary symmetric functions,

ı2.x1; : : : ; xn/ D dn.�1; : : : ; �n/;

the monomial of highest total degree in dn comes from the lexicographi-
cally highest monomial in ı2.x1; : : : ; xn/. Identify the lexicographically
highest monomial in ı2.x1; : : : ; xn/, say x˛, and find the degree of the
corresponding monomial �˛� .

9.7.4. Let f .x/ D
P
i aix

i have degree n and roots ˛1; : : : ; ˛n. Using the
previous exercise, show that ı2.f / D a2n�2

n ı2.˛1; : : : ; ˛n/ is a homoge-
neous polynomial of degree 2n � 2 in the coefficients of f .

9.7.5. Determine ı2.f / as a polynomial in the coefficients of f when the
degree of f is n D 2 or n D 3.

9.7.6. Check that x4 C x2 C x C 1 is irreducible over Z3.

9.7.7. Use a computer algebra package (e.g., Maple or Mathematica) to
find the discriminants of the following polynomials. You may refer to
the Mathematica notebook Discriminants-and-Resultants.nb, available
on my World Wide Web site. The Mathematica function Discriminant[ ],
available in that notebook, computes the discriminant.

(a) x4 � 3x2 C 2x C 5

(b) x4 C 10x3 � 3x C 4

(c) x3 � 14x C 10

(d) x3 � 12
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9.7.8. Each of the polynomials in the previous exercise is irreducible over
the rationals. The Eisenstein criterion applies to one of the polynomials,
and the others can be checked by computing factorizations of the reduc-
tions modulo small primes. For each polynomial, determine which Galois
groups are consistent with the computation of the discriminant.

9.7.9. Suppose that f and g are polynomials in KŒx� of degrees n and m
respectively, and that there exist '.x/ of degree no more than n � 1 and
 .x/ of degree no more than m � 1 such that f .x/ .x/ D g.x/'.x/.
Show that f and g have a nonconstant common divisor in KŒx�.

9.7.10. Let f and g be polynomials of degree n and m, respectively, with
roots �i and �j .

(a) Show that R.f; g/ D .�1/nCmR.g; f /.
(b) Show that

R.f; g/ D amn

Y
i

g.�i /:

(c) Show that

R.f; g/ D .�1/nCmbnm

Y
j

f .�j /:

9.7.11. Show that
nY
iD1

mY
jD1

.xi � yj /

is a polynomial of total degree m in the elementary symmetric functions
�i .x1; : : : ; xn/ and of total degree n in the elementary symmetric functions
�j .y1; : : : ; ym/.

9.7.12. Verify the assertion in the text that det.R.f; g// is divisible byQ
i

Q
j .�i � �j / D R.f; g/.

9.7.13. Use a computer algebra package (e.g., Maple or Mathematica to
find the resultants:

(a) R.x3 C 2x C 5; x2 � 4x C 5/

(b) R.3x4 C 7x3 C 2x � 5; 12x3 C 21x2 C 2/

9.8. Quartic Polynomials
In this section, we determine the Galois groups of quartic polynomials.
Consider a quartic polynomial

f .x/ D x4 C ax3 C bx2 C cx C d (9.8.1)
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with coefficients in some field K. It is convenient first to eliminate the
cubic term by the linear change of variables x D y � a=4. This yields

f .x/ D g.y/ D y4 C px2 C qx C r; (9.8.2)

with

p D �
3a2

8
C b;

q D
a3

8
�
ab

2
C c;

r D �
3a4

256
C
a2b

16
�
ac

4
C d:

(9.8.3)

We can suppose, without loss of generality, that g is irreducible, since
otherwise we could analyze g by analyzing its factors. We also suppose
that g is separable. Let G denote the Galois group of g over K.

Using one of the techniques for computing the discriminant from the
previous section, we compute that the discriminant of g (or f ) is

� 4p3 q2� 27 q4C 16p4 r C 144p q2 r � 128p2 r2C 256 r3; (9.8.4)

or, in terms of a, b, c, and d ,

a2 b2 c2 � 4 b3 c2 � 4 a3 c3 C 18 a b c3 � 27 c4 � 4 a2 b3 dC

16 b4 d C 18 a3 b c d � 80 a b2 c d � 6 a2 c2 d C 144 b c2 d�

27 a4 d2 C 144 a2 b d2 � 128 b2 d2 � 192 a c d2 C 256 d3:

(9.8.5)

We can distinguish two cases, according to whether ı.g/ 2 K:

Case 1. ı.g/ 2 K. Then the Galois group is isomorphic toA4 or V Š Z2�
Z2, since these are the transitive subgroups of A4, according to Exercise
5.1.20.

Case 2. ı.g/ 62 K. Then the Galois group is isomorphic to S4, D4, or Z4,
since these are the transitive subgroups of S4 that are not contained in A4,
according to Exercise 5.1.20.

Denote the roots of g by ˛1; ˛2; ˛3; ˛4, and let E denote the splitting
field K.˛1; : : : ; ˛4/. The next idea in analyzing the quartic equation is to
introduce the elements

�1 D .˛1 C ˛2/.˛3 C ˛4/

�2 D .˛1 C ˛3/.˛2 C ˛4/

�3 D .˛1 C ˛4/.˛2 C ˛3/;

(9.8.6)

and the cubic polynomial, called the resolvent cubic:

h.y/ D .y � �1/.y � �2/.y � �3/: (9.8.7)
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Expanding h.y/ and identifying symmetric functions in the ˛i with coef-
ficients of g gives

h.y/ D y3 � 2py2 C .p2 � 4r/y C q2: (9.8.8)

The discriminant ı2.h/ turns out to be identical with the discriminant
ı2.g/ (Exercise 9.8.4). We distinguish cases according to whether the re-
solvent cubic is irreducible.

Case 1A. ı.g/ 2 K and h is irreducible over K. In this case,

ŒK.�1; �2; �3/ W K� D 6;

and 6 divides the order of G. The only possibility is G D A4.

Case 2A. ı.g/ 62 K and h is irreducible overK. Again, 6 divides the order
of G. The only possibility is G D S4.

Case 1B. ı.g/ 2 K and h is not irreducible over K. Then G must be V .
(In particular, 3 does not divide the order of G, so the Galois group of h
must be trivial, and h factors into linear factors over K. Conversely, if h
splits over K, then the �i are all fixed by G, which implies that G � V .
The only possibility is then that G D V .)

Case 2B. ı.g/ 62 K and h is not irreducible over K. The Galois group
must be one of D4 and Z4. By the remark under Case 1B, h does not split
over K, so it must factor into a linear factor and an irreducible quadratic
(i.e., exactly one of the �i lies in K).

We can assume without loss of generality that �1 2 K. Then G is
contained in the stabilizer of �1, which is the copy of D4 generated by
f.12/.34/; .13/.24/g,

D4 D fe; .1324/; .12/.34/; .1423/; .34/; .12/; .13/.24/; .14/.23/g:

G is either equal to D4 or to

Z4 D fe; .1324/; .12/.34/; .1423/g:

It remains to distinguish between these cases.
Since K.ı/ � K.�1; �2; �3/ and both are quadratic over K, it follows

that K.ı/ D K.�1; �2; �3/. K.ı/ is the fixed field of G \ A4, which is
either

D4 \ A4 D fe; .12/.34/; .13/.24/; .14/.23/g Š V ; or

Z4 \ A4 D fe; .12/.34/g Š Z2:

It follows that the degree of the splitting field E over the intermediate field
K.ı/ D K.�1; �2; �3/ is either 4 or 2, according to whetherG isD4 or Z4.
So one possibility for finishing the analysis of the Galois group in Case 2B
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is to compute the dimension of E overK.ı/. The following lemma can be
used for this.2

Lemma 9.8.1. Let g.x/ D y4 C py2 C qy C r be an irreducible quartic
polynomial over a field K. Let h.x/ denote the resolvent cubic of g. Sup-
pose that ı2 D ı2.g/ is not a square in K and that h is not irreducible
over K. Let � denote the one root of the resolvent cubic which lies in K,
and define

H.x/ D .x2 C �/.x2 C .� � p/x C r/: (9.8.9)
Then the Galois group of g is Z4 if, and only if, H.x/ splits over K.ı/.

Proof. We maintain the notation from the preceding discussion: The roots
of g are denoted by ˛i , the splitting field of g by E, and the roots of h by
�i . Let L D K.ı/ D K.�1; �1; �3/. Assume without loss of generality
that the one root of h in K is �1. Now consider the polynomial

.x�˛1˛2/.x � ˛3˛4/.x � .˛1 C ˛2//.x � .˛3 C ˛4/

D .x2 � .˛1˛2 C ˛3˛4/x C r/.x2 C �1/:
(9.8.10)

Compute that p � � D ˛1˛2 C ˛3˛4. It follows that the preceding poly-
nomial is none other than H.x/.

Suppose thatH.x/ splits overL, so ˛1˛2, ˛3˛4, ˛1C˛2, ˛3C˛4 2 L.
It follows that ˛1 satisfies a quadratic polynomial over L,

.x � ˛1/.x � ˛2/ D x2 � .˛1 C ˛2/x C ˛1˛2 2 LŒx�;

and ŒL.˛1/ W L� D 2. But we can check that L.˛1/ D E. Consequently,
ŒE W L� D 2 and G D Z4, by the discussion preceding the lemma.

Conversely, suppose that the Galois group G is Z4. Because �1 D

.˛1 C ˛2/.˛3 C ˛4/ is in K and is, therefore, fixed by the generator � of
G, we have �˙1 D .1324/. The fixed field of �2 D .12/.34/ is the unique
intermediate field between K and E, so L equals this fixed field. Each of
the roots of H.x/ is fixed by �2 and, hence, an element of L. That is, H
splits over L. n

Examples of the use of this lemma will be given shortly. We shall now
explain how to solve explicitly for the roots ˛i of the quartic equation in
terms of the roots �i of the resolvent cubic.

Note that

.˛1 C ˛2/.˛3 C ˛4/ D �1 and .˛1 C ˛2/C .˛3 C ˛4/ D 0; (9.8.11)

2 This result is taken from L. Kappe and B. Warren, “An Elementary Test for the
Galois Group of a Quartic Polynomial,”The American Mathematical Monthly 96 (1989)
133-137.
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which means that .˛1C˛2/ and .˛3C˛4/ are the two square roots of ��1.
Similarly, .˛1 C ˛3/ and .˛2 C ˛4/ are the two square roots of ��2, and
.˛1 C ˛4/ and .˛2 C ˛3/ are the two square roots of ��3. It is possible to
choose the signs of the square roots consistently, noting thatp

��1
p

��2
p

��2 D

p
��1�2�3 D

q
q2 D q: (9.8.12)

That is, it is possible to choose the square roots so that their product is q.
We can check that

.˛1 C ˛2/.˛1 C ˛3/.˛1 C ˛4/ D q; (9.8.13)

and so put

.˛1C˛2/ D

p
��1 .˛1C˛3/ D

p
��2 .˛1C˛4/ D

p
��3: (9.8.14)

Using this together with ˛1 C ˛2 C ˛3 C ˛4 D 0, we get

2˛i D ˙

p
��1 ˙

p
��2 ˙

p
��3; (9.8.15)

with the four choices of signs giving the four roots ˛i (as long as the char-
acteristic of the ground field is not 2).

Example 9.8.2. Take K D Q and f .x/ D x4 C 3x3 � 3x � 2. Applying
the linear change of variables x D y� 3=4 gives f .x/ D g.y/ D �

179
256

C

3
8
y �

27
8
y2 C y4. The reduction of f modulo 5 is irreducible over Z5,

and, therefore, f is irreducible over Q. The discriminant of f (or g or
h) is �2183, which is not a square in Q. Therefore, the Galois group of
f is not contained in the alternating group A4. The resolvent cubic of g
is h.y/ D

9
64

C
227
16
y C

27
4
y2 C y3. The reduction of 64h modulo 7 is

irreducible over Z7 and, hence, h is irreducible over Q. It follows that the
Galois group is S4.

Example 9.8.3. TakeK D Q and f .x/ D 21C 12 xC 6 x2 C 4 x3 C x4.
Applying the linear change of variables x D y � 1 gives f .x/ D g.y/ D

12C 8 y C y4. The reduction of g modulo 5 factors as

Ng.y/ D y4 C 3y C 2 D .1C y/
�
2C y C 4 y2 C y3

�
:

By the rational root test, g has no rational root; therefore, if it is not irre-
ducible, it must factor into two irreducible quadratics. But this would be
inconsistent with the factorization of the reduction modulo 5. Hence, g is
irreducible.

The discriminant of g is 331776 D .576/2, and therefore, the Galois
group of g is contained in the alternating group A4. The resolvent cubic of
g is h.y/ D 64 � 48 y C y3. The reduction of h modulo 5 is irreducible
over Z5, so h is irreducible over Q. It follows that the Galois group of g
is A4.
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Example 9.8.4. Take K D Q and f .x/ D x4 C 16x2 � 1. The reduction
of f modulo 3 is irreducible over Z3, so f is irreducible over Q. The dis-
criminant of f is �1081600, so the Galois group G of f is not contained
in the alternating group. The resolvent cubic of f is

h.x/ D 260 x � 32 x2 C x3 D x
�
260 � 32 x C x2

�
:

Because h is reducible, it follows that G is either Z4 or D4. To determine
which, we can use the criterion of Lemma 9.8.1.

Note first that ı D
p

�1081600 D 1040
p

�1, so Q.ı/ D Q.
p

�1/.
The root of the resolvent cubic in Q is zero, so the polynomial H.x/ of
Lemma 9.8.1 is x2.x2� 16x � 1/. The nonzero roots of this are 8˙

p
65,

so H does not split over Q.ı/. Therefore, the Galois group is D4.
The following lemma also implies that the Galois group is D4 rather

than Z4:

Lemma 9.8.5. LetK be a subfield of R and let f be an irreducible quartic
polynomial overK whose discriminant is negative. Then the Galois group
of f over K is not Z4.

Proof. Complex conjugation, which we denote here by 
 , is an automor-
phism of C that leaves invariant the coefficients of f . The splitting fieldE
of f can be taken to be a subfield of C, and 
 induces a K-automorphism
of E, since E is Galois over K.

The square root ı of the discriminant ı2 is always contained in the
splitting field. As ı2 is assumed to be negative, ı is pure imaginary. In
particular, E is not contained in the reals, and the restriction of 
 to E has
order 2.

Suppose that the Galois group G of f is cyclic of order 4. Then G
contains a unique subgroup of index 2, which must be the subgroup gener-
ated by 
 . By by the Galois correspondence, there is a unique intermediate
field K � L � E of dimension 2 over K, which is the fixed field of 
 .
But K.ı/ is a quadratic extension of K which is not fixed pointwise by 
 .
This is a contradiction. n

Example 9.8.6. Take the ground field to be Q and f .x/ D x4 C 5x C 5.
The irreducibility of f follows from the Eisenstein criterion. The discrim-
inant of f is 15125, which is not a square in Q; therefore, the Galois group
G of f is not contained in the alternating group. The resolvent cubic of
f is 25 � 20 x C x3 D .5C x/

�
5 � 5 x C x2

�
. Because h is reducible,

it follows that the G is either Z4 or D4, but this time the discriminant is
positive, so the criterion of Lemma 9.8.5 fails.
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Note that the splitting field of the resolvent cubic is Q.ı/ D Q.
p
5/,

since
p
ı D 55

p
5. The one root of the resolvent cubic in Q is �5. There-

fore, the polynomial H.x/ discussed in Lemma 9.8.1 is

H.x/ D
�
�5C x2

� �
5 � 5 x C x2

�
:

Because H.x/ splits over Q.
p
5/, the Galois group is Z4.

Example 9.8.7. Set f .x/ D x4C 6x2C 4. This is a so-called biquadratic
polynomial, whose roots are ˙

p
˛;˙

p
ˇ, where ˛ and ˇ are the roots of

the quadratic polynomial x2 C 6x C 4. Because the quadratic polynomial
is irreducible over the rationals, so is the quartic f . The discriminant of f
is 25600 D 1602, so the Galois group is contained in the alternating group.
But the resolvent cubic 20 x � 12 x2 C x3 D .�10C x/ .�2C x/ x is
reducible over Q, so the Galois group is V .

A Mathematica notebook Quartic.nb for investigation of Galois groups
of quartic polynomials can be found on my Web site. This notebook can
be used to verify the computations in the examples as well as to help with
the Exercises.

Exercises 9.8

9.8.1. Verify Equation (9.8.8).

9.8.2. Show that a linear change of variables y D x C c does not alter the
discriminant of a polynomial.

9.8.3. Show how to modify the treatment in this section to deal with a
nonmonic quartic polynomial.

9.8.4. Show that the resolvent cubic h of an irreducible quartic polynomial
f has the same discriminant as f , ı2.h/ D ı2.f /.

9.8.5. Let f .x/ be an irreducible quartic polynomial over a field K, and
let ı2 denote the discriminant of f . Show that the splitting field of the
resolvent cubic of f equals K.ı/ if, and only if, the resolvent cubic is not
irreducible over K.

9.8.6. Show that x4 C 3x C 3 is irreducible over Q, and determine the
Galois group.

9.8.7. For p a prime other than 3 and 5, show that x4 C px C p is irre-
ducible with Galois group S4. The case p D 3 is treated in the previous
exercise, and the case p D 5 is treated in Example 9.8.6.

9.8.8. Find the Galois group of f .x/ D x4C 5x2C 3. Compare Example
9.8.7.
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9.8.9. Show that the biquadratic f .x/ D x4 C px2 C r has Galois group
V precisely when r is a square in the ground fieldK. Show that in general
K.ı/ D K.

p
r/.

9.8.10. Find examples of the biquadratic f .x/ D x4Cpx2C r for which
the Galois group is Z4 and examples for which the Galois group is D4.
Find conditions for the Galois group to be cyclic and for the Galois group
to be the dihedral group.

9.8.11. Determine the Galois group over Q for each of the following poly-
nomials. You may need to do computer aided calculations, for example,
using the Mathematica notebook Quartic.nb on my Web site.

(a) 21C 6 x � 17 x2 C 3 x3 C 21 x4

(b) 1 � 12 x C 36 x2 � 19 x4

(c) �33C 16 x � 39 x2 C 26 x3 � 9 x4

(d) �17 � 50 x � 43 x2 � 2 x3 � 33 x4

(e) �8 � 18 x2 � 49 x4

(f) 40C 48 x C 44 x2 C 12 x3 C x4

(g) 82C 59 x C 24 x2 C 3 x3 C x4

9.9. Galois Groups of Higher Degree Polynomials
In this section, we shall discuss the computation of Galois groups of poly-
nomials in QŒx� of degree 5 or more.

If a polynomial f .x/ 2 KŒx� of degree n has irreducible factors
of degrees m1 � m2 � � � � � mr , where

P
i mi D n, we say that

.m1; m2; : : : ; mr/ is the degree partition of f . Let f .x/ 2 ZŒx� and let
Qf .x/ 2 ZpŒx� be the reduction of f modulo a prime p; if Qf has degree

partition ˛, we say that f has degree partition ˛ modulo p.
The following theorem is fundamental for the computation of Galois

groups over Q.

Theorem 9.9.1. Let f be an irreducible polynomial of degree n with coef-
ficients in Z. Let p be a prime that does not divide the leading coefficient
of f nor the discriminant of f . Suppose that f has degree partition ˛
modulo p. Then the Galois group of f contains a permutation of cycle
type ˛.

If f is an irreducible polynomial of degree n whose Galois group does
not contain an n-cycle, then the reduction of f modulo a prime p is never
irreducible of degree n. If the prime p does not divide the leading coeffi-
cient of f or the discriminant, then the reduction of f modulo p factors,
according to the theorem. If the prime divides the leading coefficient, then
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the reduction has degree less than n. Finally, if the prime divides the dis-
criminant, then the discriminant of the reduction is zero; but an irreducible
polynomial over Zp can never have multiple roots and, therefore, cannot
have zero discriminant.

We shall not prove Theorem 9.9.1 here. You can find a proof in
B. L. van der Waerden, Algebra, Volume I, Frederick Ungar Publishing
Co., 1970, Section 8.10 (translation of the 7th German edition, Springer–
Verlag, 1966).

This theorem, together with the computation of the discriminant, often
suffices to determine the Galois group.

Example 9.9.2. Consider f .x/ D x5 C 5x4 C 3x C 2 over the ground
field Q. The discriminant of f is 4557333, which is not a square in Q and
which has prime factors 3, 11, and 138101. The reduction of f modulo 7 is
irreducible, and the reduction modulo 41 has degree partition .2; 1; 1; 1/.
It follows that f is irreducible over Q and that its Galois group over Q
contains a 5-cycle and a 2-cycle. But a 5-cycle and a 2-cycle generate S5,
so the Galois group of f is S5.

Example 9.9.3. Consider f .x/ D 4 � 4 x C 9 x3 � 5 x4 C x5 over the
ground field Q. The discriminant of f is 15649936 D 39562, so the
Galois group G of f is contained in the alternating group A5. The prime
factors of the discriminant are 2, 23, and 43. The reduction of f modulo
3 is irreducible and the reduction modulo 5 has degree partition .3; 1; 1/.
Therefore, f is irreducible over Q, and its Galois group over Q contains a
5-cycle and a 3-cycle. But a 5-cycle and a 3-cycle generate the alternating
group A5, so the Galois group is A5.

The situation is quite a bit more difficult if the Galois group is not Sn
or An. In this case, we have to show that certain cycle types do not appear.
The rest of this section is devoted to a (by no means definitive) discussion
of this question.

Example 9.9.4. Consider f .x/ D �3C 7 x C 9 x2 C 8 x3 C 3 x4 C x5

over the ground field Q. The discriminant of f is 1306449 D 11432, so
the Galois group G of f is contained in the alternating group A5. The
prime factors of the discriminant are 3 and 127. The transitive subgroups
of the alternating group A5 are A5, D5, and Z5, according to Exercise
5.1.20. The reduction of f modulo 2 is irreducible, and the reduction
modulo 5 has degree partition .2; 2; 1/. Therefore, G contains a 5-cycle
and an element of cycle type .2; 2; 1/. This eliminates Z5 as a possibility
for the Galois group.
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If we compute the factorization of the reduction of f modulo a num-
ber of primes, we find no instances of factorizations with degree partition
.3; 1; 1/. In fact, for the first 1000 primes, the frequencies of degree parti-
tions modulo p are

15 2; 14 22; 1 3; 12 3; 2 4; 1 5

:093 0 :5 0 0 0 :4

These data certainly suggest strongly that the Galois group has no 3-
cycles and, therefore, must be D5 rather than A5, but the empirical evi-
dence does not yet constitute a proof! I would now like to present some
facts that nearly, but not quite, constitute a method for determining that the
Galois group is D5 rather than A5.

Let us compare our frequency data with the frequencies of various
cycle types in the transitive subgroups of S5. The first table shows the
number of elements of each cycle type in the various transitive subgroups
of S5, and the second table displays the frequencies of the cycle types, that
is, the number of elements of a given cycle type divided by the order of the
group.

15 2; 14 22; 1 3; 12 3; 2 4; 1 5

Z5 1 0 0 0 0 0 4

D5 1 0 5 0 0 0 4

A5 1 0 15 20 0 0 24

Z4 Ë Z5 1 0 5 0 0 10 4

S5 1 10 15 20 0 30 24

Numbers of elements of various cycle types

15 2; 14 22; 1 3; 12 3; 2 4; 1 5

Z5 :2 0 0 0 0 0 :8

D5 :1 0 :5 0 0 0 :4

A5 :017 0 :25 :333 0 0 :4

Z4 Ë Z5 :05 0 :25 0 0 :5 :2

S5 :0083 :083 :125 :167 0 :25 :2

Frequencies of various cycle types

Notice that our empirical data for frequencies of degree partitions mod-
ulo p for f .x/ D �3 C 7 x C 9 x2 C 8 x3 C 3 x4 C x5 are remarkably
close to the frequencies of cycle types for the group D5. Let’s go back to
our previous example, the polynomial f .x/ D 4�4 xC9 x3�5 x4Cx5,
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whose Galois group is known to be A5. The frequencies of degree parti-
tions modulo the first 1000 primes are

15 2; 14 22; 13 3; 12 3; 2 4; 1 5

:019 0 :25 :32 0 0 :41

These data are, again, remarkably close to the data for the distribution
of cycle types in the group A5. The following theorem (conjectured by
Frobenius, and proved by Chebotarev in 1926) asserts that the frequencies
of degree partitions modulo primes inevitably approximate the frequencies
of cycle types in the Galois group:

Theorem 9.9.5. (Chebotarev). Let f 2 ZŒx� be an irreducible polynomial
of degree n, and let G denote the Galois group of f over Q. For each
partition ˛ of n let d˛ be the fraction of elements of G of cycle type ˛. For
each N 2 N, let d˛;N be the fraction of primes p in the interval Œ1; N �
such that f has degree partition ˛ modulo p. Then

lim
N!1

d˛;N D d˛:

Because the distribution of degree partitions modulo primes of the
polynomial f .x/ D �3 C 7 x C 9 x2 C 8 x3 C 3 x4 C x5 for the first
1000 primes is quite close to the distribution of cycle types for the group
D5 and quite far from the distribution of cycle types for A5, our belief that
the Galois group of f is D5 is encouraged, but still not rigorously con-
firmed by this theorem. The difficulty is that we do not know for certain
that, if we examine yet more primes, the distribution of degree partitions
will not shift toward the distribution of cycle types for A5.

What we would need in order to turn these observations into a method
is a practical error estimate in Chebotarev’s theorem. In fact, a number of
error estimates were published in the 1970s and 1980s, but I have not able
to find any description in the literature of a practical method based on these
estimates.

The situation is annoying but intriguing. Empirically, the distribution
of degree partitions converge rapidly to the distribution of cycle types for
the Galois group, so that one can usually identify the Galois group by this
method, without having a proof that it is in fact the Galois group. (By
the way, there exist pairs of nonisomorphic transitive subgroups of Sn for
n � 12 that have the same distribution of cycle types, so that frequency of
degree partitions cannot always determine the Galois group of a polyno-
mial.)

A practical method of computing Galois groups of polynomials of
small degree is described in L. Soicher and J. McKay, “Computing Galois
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Groups over the Rationals,” Journal of Number Theory, vol. 20 (1985)
pp. 273–281. The method is based on the computation and factorization
of certain resolvent polynomials. This method has two great advantages:
First, it works, and second, it is based on mathematics that you now know.
I am not going to describe the method in full here, however. This method,
or a similar one, has been implemented in the computer algebra package
Maple; the command galois( ) in Maple will compute Galois groups for
polynomials of degree no more than 7.

Both the nonmethod of Chebotarev and the method of Soicher and
McKay are based on having at hand a catalog of potential Galois groups
(i.e., transitive subgroups of Sn) together with certain identifying data for
these groups. Transitive subgroups of Sn have been cataloged at least for
n � 11; see G. Butler and J. McKay, “The Transitive Subgroups of Degree
up to 11,” Communications in Algebra, vol. 11 (1983), pp. 863–911.

By the way, if you write down a polynomial with integer coefficients at
random, the polynomial will probably be irreducible, will probably have
Galois group Sn, and you will probably be able to show that the Galois
group is Sn by examining the degree partition modulo p for only a few
primes. In fact, just writing down polynomials at random, you will have
a hard time finding one whose Galois group is not Sn. Apparently, not
all that much is known about the probability distribution of various Galois
groups, aside from the predominant occurrence of the symmetric group.

A major unsolved problem is the so-called inverse Galois problem:
Which groups can occur as Galois groups of polynomials over the rational
numbers? A great deal is known about this problem; for example, it is
known that all solvable groups occur as Galois groups over Q. (See Chap-
ter 10 for a discussion of solvability.) However, the definitive solution to
the problem is still out of reach.

Exercises 9.9
Find the probable Galois groups for each of the following quintic poly-
nomials, by examining reductions of the polynomials modulo primes. In
Mathematica, the command Factor[f, Modulus ! p] will compute the
factorization of the reduction of a polynomial f modulo a prime p. Using
this, you can do a certain amount of computation “by hand.” By writing a
simple loop in Mathematica, you can examine the degree partition modulo
p for the first N primes, say for N D 100. This will already give you
a good idea of the Galois group in most cases. You can find a program
for the computation of frequencies of degree partitions on my Web site;
consult the notebook Galois-Groups.nb.

9.9.1. x5 C 2
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9.9.2. x5 C 20x C 16

9.9.3. x5 � 5x C 12

9.9.4. x5 C x4 � 4x3 � 3x2 C 3x C 1

9.9.5. x5 � x C 1

9.9.6. Write down a few random polynomials of various degrees, and show
that the Galois group is Sn.

9.9.7. Project: Read the article of Soicher and McKay. Write a program
for determining the Galois group of polynomials over Q of degree � 5

based on the method of Soicher and McKay.

9.9.8. Project: Investigate the probability distribution of Galois groups for
polynomials of degree � 4 over the integers. If you have done the previous
exercise, extend your investigation to polynomials of degree � 5.
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CHAPTER 10

Solvability

10.1. Composition Series and Solvable Groups
This section treats a decomposition of any finite group into simple pieces.

Definition 10.1.1. A group G with no nontrivial proper normal subgroup
N (that is, feg �

¤

N �
¤

G) is called simple.

We know that a cyclic group of prime order is simple, as it has no
proper subgroups at all. In fact, the cyclic groups of prime order comprise
all abelian simple groups (see Exercise 10.1.1). In the next section, we will
show that the alternating groups An for n � 5 are simple.

One of the heroic achievements of mathematics in this century is the
complete classification of finite simple groups, which was finished in 1981.
There are a number of infinite families of finite simple groups, namely, the
cyclic groups of prime order, alternating groups, and certain groups of ma-
trices over finite fields (simple groups of Lie type). Aside from the infinite
families, there are 26 so-called sporadic simple groups. In the 1950s not
all of the simple groups of Lie type were known, and only five of the spo-
radic groups were known. In the period from 1960 to 1980, knowledge
of the simple groups of Lie type was completed and systematized, and the
remaining sporadic groups were discovered. At the same time, classifica-
tion theorems of increasing strength eventually showed that the known list
of finite simple groups covered all possibilities. This achievement was a
collaborative effort of many mathematicians.

Now, consider the chain of groups feg �
¤

N �
¤

G. If N is not simple,

then it is possible to interpose a subgroup N 0, feg �
¤

N 0 �
¤

N , with N 0

normal inN . IfG=N is not simple, then there is a proper normal subgroup
feg �

¤

NN 00 �
¤

G=N ; then the inverse image N 00 D fg 2 G W gN 2 NN 00g is

a normal subgroup of G satisfying N �
¤

N 00 �
¤

G. If we continue in this

468
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way to interpose intermediate normal subgroups until no further additions
are possible, the result is a composition series.

Definition 10.1.2. A composition series for a group G is a chain of sub-
groups feg D G0 �

¤

G1 �
¤

� � � �
¤

Gn D G such that for all i , Gi is normal

in GiC1 and GiC1=Gi is simple.

An induction based on the preceding observations shows that a finite
group always has a composition series.

Proposition 10.1.3. Any finite group has a composition series.

Proof. A group of order 1 is simple, so has a composition series. Let G
be a group of order n > 1, and assume inductively that whenever G0 is a
finite group of order less than n, then G0 has a composition series. If G is
simple, then feg �

¤

G is already a composition series. Otherwise, there is

a proper normal subgroup feg �
¤

N �
¤

G. By the induction hypothesis, N

has a composition series feg �
¤

G1 �
¤

� � � �
¤

Gr D N . Likewise, G=N has

a composition series feg �
¤

N1 �
¤

� � � �
¤

Ns D G=N . Let � W G ! G=N

be the quotient map, and let GrCi D ��1.Ni / for 0 � i � s, and finally
put n D r C s. Then feg �

¤

G1 �
¤

� � � �
¤

Gn D G is a composition series

for G. n

For abelian groups we can make a sharper statement: It follows from
the structure theory of finite abelian groups that the only simple abelian
groups are cyclic of prime order, and that any finite abelian group has a
composition series in which the successive quotients are cyclic of prime
order (Exercise 10.1.1).

Note that there are many choices to be made in the construction of a
composition series. For example, an abelian group of order 45 has com-
positions series in which successive quotient groups have order 3; 3; 5,
another in which the successive quotient groups have order 3; 5; 3, and
another in which successive quotient groups have order 5; 3; 3 (Exercise
10.1.2).

A theorem of C. Jordan and O. Hölder (Hölder, 1882, based on earlier
work of Jordan) says that the simple groups appearing in any two compo-
sition series of a finite group are the same up to order (and isomorphism).
I am not going to give a proof of the Jordan-Hölder theorem here, but you
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can find a proof in any more advanced book on group theory or in many
reference works on algebra.

Definition 10.1.4. A finite group is said to be solvable if it has a composi-
tion series in which the successive quotients are cyclic of prime order.

Proposition 10.1.5. A finite group G is solvable if, and only if, it has a
chain of subgroups feg �

¤

G1 �
¤

� � � �
¤

Gn D G in which each Gi is

normal in GiC1 and the quotients GiC1=Gi are abelian.

Proof. Exercise 10.1.3. n

Exercises 10.1

10.1.1.
(a) Show that any group of order pn, where p is a prime, has a

composition series in which successive quotients are cyclic of
order p.

(b) Show that the structure theory for finite abelian groups implies
that any finite abelian group has a composition series in which
successive quotients are cyclic of prime order. In particular, the
only simple abelian groups are the cyclic groups of prime order.

10.1.2. Show that an abelian groupG of order 45 has a composition series
feg � G1 � G2 � G3 D G in which the successive quotient groups have
order 3; 3; 5, and another in which the successive quotient groups have
orders 3; 5; 3, and yet another in which the successive quotient groups have
orders 5; 3; 3.

10.1.3. Prove Proposition 10.1.5.

10.1.4. Show that the symmetric groups Sn for n � 4 are solvable.

10.2. Commutators and Solvability
In this section, we develop by means of exercises a description of solvabil-
ity of groups in terms of commutators. This section can be skipped without
loss of continuity; however, the final three exercises in the section will be
referred to in later proofs.
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Definition 10.2.1. The commutator of elements x; y in a group is Œx; y� D

x�1y�1xy. The commutator subgroup or derived subgroup of a group
G is the subgroup generated by all commutators of elements of G. The
commutator subgroup is denoted ŒG;G� or G0.

10.2.1. Calculate the commutator subgroup of the dihedral group Dn.

10.2.2. Calculate the commutator subgroup of the symmetric
groups Sn for n D 3; 4.

10.2.3. For H and K subgroups of a group G, let ŒH;K� be the subgroup
of G generated by commutators Œh; k� with h 2 H and k 2 K.

(a) Show that if H and K are both normal, then ŒH;K� is normal in
G, and ŒH;K� � H \K.

(b) Conclude that the commutator subgroup ŒG;G� is normal in G.
(c) Define G.0/ D G, G.1/ D ŒG;G�, and, in general, G.iC1/ D

ŒG.i/; G.i/�. Show by induction that G.i/ is normal in G for all i
and G.i/ � G.iC1/.

10.2.4. Show that G=G0 is abelian and that G0 is the unique smallest sub-
group of G such that G=G0 is abelian.

Theorem 10.2.2. For a group G, the following are equivalent:
(a) G is solvable.
(b) There is a natural number n such that the nth commutator sub-

group G.n/ is the trivial subgroup feg.

Proof. We use the characterization of solvability in Exercise 10.1.5.
If the condition (b) holds, then

feg D G.n/ � G.n�1/
� � � � � G.1/ � G

is a chain of subgroups, each normal in the next, with abelian quotients.
Therefore, G is solvable.

Suppose, conversely, that G is solvable and that

feg D Hr � Hr�1 � � � � � H1 � G

is a chain of subgroups, each normal in the next, with abelian quotients.
We show by induction that G.k/ � Hk for all k; in particular, G.r/ D feg.
Since G=H1 is abelian, it follows from Exercise 10.2.4 that G.1/ � H1.

Assume inductively that G.i/ � Hi for some i (1 � i < r). Since
Hi=HiC1 is assumed to be abelian, it follows from Exercise 10.2.4 that
ŒHi ;Hi � � HiC1; but then G.iC1/ D ŒG.i/; G.i/� � ŒHi ;Hi � � HiC1.
This completes the inductive argument. n
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In the following exercises, you can use whatever criterion for solvabil-
ity appears most convenient.

10.2.5. Show that any subgroup of a solvable group is solvable.

10.2.6. Show that any quotient group of a solvable group is solvable.

10.2.7. Show that if N �
¤

G is a normal subgroup and both N and G=N

are solvable, then also G is solvable.

10.3. Simplicity of the Alternating Groups
In this section, we will prove that the symmetric groups Sn and the alter-
nating groups An for n � 5 are not solvable. In fact, we will see that the
alternating group An is the unique nontrivial proper normal subgroup of
Sn for n � 5, and moreover that An is a simple group for n � 5.

Recall that conjugacy classes in the symmetric group Sn are deter-
mined by cycle structure. Two elements are conjugate precisely when they
have the same cycle structure. This fact is used frequently in the following.

Lemma 10.3.1. For n � 3, the alternating group An is generated by 3–
cycles.

Proof. A product of two 2–cycles in Sn is conjugate to .12/.12/ D e D

.123/.132/, if the two 2–cycles are equal; or to .12/.23/ D .123/, if the
two 2–cycles have one digit in common; or to .12/.34/ D .132/.134/,
if the two 2–cycles have no digits in common. Thus, any product of two
2–cycles can be written as a product of one or two 3–cycles. Any even
permutation is a product of an even number of 2–cycles and, therefore, can
be written as a product of 3–cycles. n

Since the center of a group is always a normal subgroup, if we want
to show that a nonabelian group is simple, it makes sense to check first
that the center is trivial. You are asked to show in Exercise 10.3.1 that for
n � 3 the center of Sn is trivial and in Exercise 10.3.4 that for n � 4 the
center of An is trivial.

Theorem 10.3.2. If n � 5 and N is a normal subgroup of Sn such that
N ¤ feg, then N � An.
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Proof. By Exercise 10.3.1, the center of Sn consists of e alone. Let � ¤ e

be an element of N ; since � is not central and since 2–cycles generate Sn,
there is some 2–cycle � such that �� ¤ �� . Consider the element �����1;
writing this as .���/��1 and using the normality of N , we see that this
element is in N ; on the other hand, writing the element as �.����1/, we
see that the element is a product of two unequal 2–cycles.

If these two 2–cycles have a digit in common, then the product is a
3–cycle.

If the two 2–cycles have no digit in common, then by normality of N ,
N contains all elements that are a product of two disjoint 2–cycles. In
particular, N contains the elements .12/.34/ and .12/.35/ and, therefore,
the product .12/.34/.12/.35/ D .34/.35/ D .435/. So also in this case,
N contains a 3–cycle.

By normality ofN ,N contains all 3–cycles, and, therefore, by Lemma
10.3.1, N � An. n

Lemma 10.3.3. If n � 5, then all 3–cycles are conjugate in An.

Proof. It suffices to show that any 3–cycle is conjugate inAn to .123/. Let
� be a 3–cycle. Since � and .123/ have the same cycle structure, there is an
element of � 2 Sn such that �.123/��1 D � . If � is even, there is nothing
more to do. Otherwise, � 0 D �.45/ is even, and � 0.123/� 0�1 D � . n

Theorem 10.3.4. If n � 5, then An is simple.

Proof. Suppose N ¤ feg is a normal subgroup of An and that � ¤ e is
an element of N . Since the center of An is trivial and An is generated by
3–cycles, there is a 3–cycle � that does not commute with � . Then (as in
the proof of the previous theorem) the element ����1��1 is a nonidentity
element of N that is a product of two 3–cycles.

The rest of the proof consists of showing that N must contain a 3–
cycle. Then by Lemma 10.3.3,N must contain all 3–cycles, and, therefore,
N D An by Lemma 10.3.1.

The product � of two 3–cycles must be of one of the following types:
1. .a1a2a3/.a4a5a6/

2. .a1a2a3/.a1a4a5/ D .a1a4a5a2a3/

3. .a1a2a3/.a1a2a4/ D .a1a3/.a2a4/

4. .a1a2a3/.a2a1a4/ D .a1a4a3/

5. .a1a2a3/.a1a2a3/ D .a1a3a2/
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In either of the last two cases, N contains a 3–cycle.
In case (3), since n � 5, An contains an element .a2a4a5/. Compute

that .a2a4a5/�.a2a4a5/�1 D .a1a3/.a4a5/, and the product

��1.a2a4a5/�.a2a4a5/
�1

D .a2a5a4/

is a 3–cycle in N .
In case (2), compute that .a1a4a3/�.a1a4a3/�1 D .a4a3a5a2a1/,

and ��1.a1a4a3/�.a1a4a3/
�1 D .a4a2a3/ is a 3–cycle in N .

Finally, in case (1), compute that

.a1a2a4/�.a1a2a4/
�1

D .a2a4a3/.a1a5a6/;

and the product ��1.a1a2a4/�.a1a2a4/
�1 is .a1a4a6a2a3/, namely, a

5–cycle. But then by case (2), N contains a 3–cycle. n

These computations may look mysterious and unmotivated. The idea
is to take a 3–cycle x and to form the commutator ��1x�x�1. This is a
way to get a lot of new elements of N . If we experiment just a little, we
can find a 3–cycle x such that the commutator is either a 3–cycle or, at the
worst, has one of the cycle structures already dealt with.

Here is an alternative way to finish the proof, which avoids the com-
putations. I learned this method from I. Herstein, Abstract Algebra, 3rd
edition, Prentice Hall, 1996.

I claim that the simplicity of An for n > 6 follows from the simplicity
of A6. Suppose n > 6 and N ¤ feg is a normal subgroup of An. By the
first part of the proof,N contains a nonidentity element that is a product of
two 3–cycles. These two 3–cycles involve at most 6 of the digits 1 � k �

n; so there is an isomorphic copy of S6 in Sn such that N \ A6 ¤ feg.
SinceN\A6 is a normal subgroup ofA6, andA6 is supposed to be simple,
it follows thatN \A6 D A6, and, in particular, N contains a 3–cycle. But
ifN contains a 3–cycle, thenN D An, by an argument used in the original
proof.

So it suffices to prove that A5 and A6 are simple. Take n D 5 or 6, and
suppose that N ¤ feg is a normal subgroup of An that is minimal among
all such subgroups; that is, if feg � K �

¤

N is a normal subgroup of An,

then K D feg.
Let X be the set of conjugates of N in Sn, and let Sn act on X by

conjugation. What is the stabilizer (centralizer) of N ? Since N is normal
in An, CentSn

.N / � An. There are no subgroups properly between An
and Sn, so the centralizer is either An or Sn. If the centralizer is all of Sn,
then N is normal in Sn, so by Theorem 10.3.2, N D An.

If the centralizer of N is An, then X has 2 D ŒSn W An� elements. Let
M ¤ N be the other conjugate of N in Sn. Then M D �N��1 for any
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odd permutation � . Note that M Š N and, in particular, M and N have
the same number of elements.

I leave it as an exercise to show that M is also a normal subgroup of
An.

SinceN ¤ M ,N \M is a normal subgroup ofAn properly contained
inN . By the assumption of minimality ofN , it follows thatN \M D feg.
Therefore, MN is a subgroup of An, isomorphic to M � N . The group
MN is normal in An, but if � is an odd permutation, then �MN��1 D

�M��1�N��1 D NM D MN , so MN is normal in Sn. Therefore, by
Theorem 10.3.2 again, MN D An. In particular, the cardinality of An is
jM �N j D jN j2. But neither 5Š=2 D 60 nor 6Š=2 D 360 is a perfect
square, so this is impossible.

This completes the alternative proof of Theorem 10.3.4.
It follows from the simplicity of An for n � 5 that neither Sn nor An

is solvable for n � 5 (Exercise 10.3.6).

Exercises 10.3

10.3.1. Show that for n � 3, the center of Sn is feg. Hint: Suppose that
� 2 Z.An/. Then the conjugacy class of � consists of � alone. What is
the cycle structure of �?

10.3.2. Show that the subgroup V D fe; .12/.34/; .13/.24/; .14/.23/g of
A4 is normal in S4.

10.3.3. Show that if A is a normal subgroup of a group G, then the center
Z.A/ of A is normal in G.

10.3.4. This exercise shows that the center of An is trivial for all n � 4.

(a) Compute that the center of A4 is feg.
(b) Show that for n � 4, An is not abelian.
(c) Use Exercise 10.3.3 and Theorem 10.3.2 to show that if n � 5,

then the center of An is either feg or An. Since An is not abelian,
the center is feg.

10.3.5. Show that the subgroup M appearing in the alternative proof of
10.3.4 is a normal subgroup of An.

10.3.6. Observe that a simple nonabelian group is not solvable, and con-
clude that neither An nor Sn are solvable for n � 5.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 476 — #488 i
i

i
i

i
i

476 10. SOLVABILITY

10.4. Cyclotomic Polynomials
In this section, we will study factors of the polynomial xn � 1. Recall that
a primitive nth root of unity in a field K is an element � 2 K such that
�n D 1 but �d ¤ 1 for d < n. The primitive nth roots of 1 in C are the
numbers e2�ir=n, where r is relatively prime to n. Thus the number of
primitive nth roots is '.n/, where ' denotes the the Euler function.

Definition 10.4.1. The nth cyclotomic polynomial 	n.x/ is defined by

	n.x/ D

Y
f.x � �/ W � a primitive nth root of 1 in Cg:

A priori, 	n.x/ is a polynomial in CŒx�, but, in fact, it turns out to
have integer coefficients. It is evident that 	n.x/ is a monic polynomial of
degree '.n/. Note the factorization:

xn � 1 D

Y
f.x � �/ W � an nth root of 1 in Cg

D

Y
d divides n

Y
f.x � �/ W � a primitive d th root of 1 in Cg

D

Y
d divides n

	d .x/: (10.4.1)

Using this, we can compute the polynomials 	n.x/ recursively, begin-
ning with 	1.x/ D x � 1. See Exercise 10.4.2.

Proposition 10.4.2. For all n, the cyclotomic polynomial	n.x/ is a monic
polynomial of degree '.n/ with integer coefficients.

Proof. The assertion is valid for n D 1 by inspection. We proceed by
induction on n. Fix n > 1, and put

f .x/ D

Y
d<n

d divides n

	d .x/;

so that xn�1 D f .x/	n.x/. By the induction hypothesis, f .x/ is a monic
polynomial in ZŒx�. Therefore,

	n.x/ 2 Q.x/ \ CŒx� D QŒx�;

by Exercise 10.4.4. Since all the polynomials involved in the factorization
xn�1 D f .x/	n.x/ are monic, it follows from Gauss’s lemma that	n.x/
has integer coefficients. n
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Note that the splitting field of xn � 1 coincides with the splitting field
of 	n.x/ and is equal to Q.�/, where � is any primitive nth root of unity
(Exercise 10.4.3). Next, we wish to show that 	n.x/ is irreducible over
Q, so Q.�/ is a field extension of degree '.n/ over Q. First we note the
following:

Lemma 10.4.3. The following statements are equivalent:
(a) 	n.x/ is irreducible.
(b) If � is a primitive nth root of unity in C, f is the minimal poly-

nomial of � over Q, and p is a prime not dividing n, then �p is a
root of f .

(c) If � is a primitive nth root of unity in C, f is the minimal poly-
nomial of � over Q, and r is relatively prime to n, then �r is a
root of f .

(d) If � is a primitive nth root of unity in C, and r is relatively prime
to n, then � 7! �r determines an automorphism of Q.�/ over Q.

Proof. Exercise 10.4.5. n

Theorem 10.4.4. 	n.x/ is irreducible over Q.

Proof. Suppose that 	n.x/ D f .x/g.x/, where f; g 2 ZŒx�, and f is
irreducible. Let � be a root of f in C; thus � is a primitive nth root of
unity and f is the minimal polynomial of � over Q. Suppose that p is a
prime not dividing n. According to the previous lemma, it suffices to show
that �p is a root of f .

Suppose that �p is not a root of f . Then, necessarily, �p is a root
of g, or, equivalently, � is a root of g.xp/. It follows that f .x/ divides
g.xp/, because f is the minimal polynomial of �. Reducing all polynomi-
als modulo p, we have that Qf .x/ divides Qg.xp/ D . Qg.x//p. In particular,
Qf .x/ and Qg.x/ are not relatively prime in ZpŒx�. Now, it follows from
Q	n.x/ D Qf .x/ Qg.x/ that Q	n.x/ has a multiple root, and, therefore, xn � 1

has a multiple root over Zp. But this cannot be so, because the derivative
of xn � 1 in ZpŒx�, namely Œn�xn�1, is not identically zero, since p does
not divide n, and has no roots in common with xn � 1. This contradiction
shows that, in fact, �p is a root of f . n
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Corollary 10.4.5. The splitting field of xn � 1 over Q is Q.�/, where � is
a primitive nth root of unity. The dimension of Q.�/ over Q is '.n/, and
the Galois group of Q.�/ over Q is isomorphic to ˚.n/, the multiplicative
group of units in Zn.

Proof. The irreducibility of 	n.x/ over Q implies that dimQ.Q.�// D

'.n/. We can define an injective homomorphism of G D AutQ.Q.�/ into
˚.n/ by � 7! Œr� if �.�/ D �r . This map is surjective since both groups
have the same cardinality. n

Proposition 10.4.6. Let K be any field whose characteristic does not di-
vide n. The the Galois group of xn�1 overK is isomorphic to a subgroup
of ˚.n/. In particular, if n is prime, then the Galois group is cyclic of
order dividing n � 1.

Proof. Exercise 10.4.6. n

Exercises 10.4

10.4.1. If � is any primitive nth root of unity in C, show that the set of all
primitive nth roots of unity in C is f�r W r is relatively prime to ng.

10.4.2. Show how to use Equation 10.4.1 to compute the cyclotomic poly-
nomials recursively. Compute the first several cyclotomic polynomials by
this method.

10.4.3. Note that the splitting field of xn � 1 coincides with the splitting
field of 	n.x/ and is equal to Q.�/, where � is any primitive nth root of
unity.

10.4.4. Show that Q.x/ \ CŒx� D QŒx�.

10.4.5. Prove Lemma 10.4.3.

10.4.6. Prove Proposition 10.4.6. Hint: Let E be a splitting field of xn�1

over K. Show that the hypothesis on characteristics implies that E con-
tains a primitive nth root of unity �. Define an injective homomorphism
from G D AutK.E/ into ˚.n/ by � 7! Œr�, where �.�/ D �r . Show that
this is a well–defined, injective homomorphism of groups. (In particular,
check the proof of Corollary 10.4.5.)
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10.5. The Equation xn � b D 0

Consider the polynomial xn � b 2 KŒx�, where b ¤ 0, and n is relatively
prime to the characteristic ofK. The polynomial xn�b has n distinct roots
in a splitting field E, and the ratio of any two roots is an nth root of unity,
so again E contains n distinct roots of unity and, therefore, a primitive nth

root of unity u.
If a is one root of xn � b in E, then all the roots are of the form uja,

and E D K.u; a/. We consider the extension in two stages K � K.u/ �

E D K.u; a/.
A K.u/-automorphism � of E is determined by �.a/, and �.a/ must

be of the form �.a/ D uia.

Lemma 10.5.1. The map � 7! �.a/a�1 is an injective group homomor-
phism from AutK.u/.E/ into the cyclic group generated by u. In particular,
AutK.u/.E/ is a cyclic group whose order divides n.

Proof. Exercise 10.5.1. n

We have proved the following proposition:

Proposition 10.5.2. If K contains a primitive nth root of unity (where n
is necessarily relatively prime to the characteristic) and E is a splitting
field of xn � b 2 KŒx�, then AutK.E/ is cyclic. Furthermore, E D K.a/,
where a is any root in E of xn � b.

Corollary 10.5.3. IfK is a field, n is relatively prime to the characteristic
of K, and E is a splitting field over K of xn � b 2 KŒx�, then AutK.E/
has a cyclic normal subgroup N such that AutK.E/=N is abelian.

Proof. As shown previously, E contains a primitive nth root of unity u,
and if a is one root of xn � b in E, then K � K.u/ � K.u; a/ D E,
and the intermediate fieldK.u/ is a Galois overK. By Proposition 10.5.2,
N D AutK.u/.E/ is cyclic, and by the fundamental theorem, N is normal.
The quotient AutK.E/=N Š AutK.K.u// is a subgroup of ˚.n/ and, in
particular, abelian, by Proposition 10.4.6. n
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Exercises 10.5

10.5.1. Prove Lemma 10.5.1.

10.5.2. Find the Galois group of x13 � 1 over Q. Find all intermediate
fields in as explicit a form as possible.

10.5.3. Find the Galois group of x13 � 2 over Q. Find all intermediate
fields in as explicit a form as possible.

10.5.4. Let n D p
m1

1 p
m2

2 � � �p
ms
s . Let � be a primitive nth root of unity in

C and let �i be a primitive pmi

i root of unity. Show that the Galois group
of xn � 1 over Q is isomorphic to the direct product of the Galois groups
of xp

mi
i � 1, (1 � i � s). Show that each Q.�i / is a subfield of Q.�/, the

intersection of the Q.�i / is Q, and the composite of all the Q.�i / is Q.�/.

10.6. Solvability by Radicals
Definition 10.6.1. A tower of fields K D K0 � K1 � � � � � Kr is
called a radical tower if there is a sequence of elements ai 2 Ki such
that K1 D K0.a1/;K2 D K1.a2/; : : : ; Kr D Kr�1.ar/, and there is a
sequence of natural numbers ni such that ani

i 2 Ki�1 for 1 � i � r .
We call r the length of the radical tower. An extensionK � L is called

a radical extension if there is a radical tower K D K0 � K1 � � � � � Kr
with Kr D L.

The idea behind this definition is that the elements of a radical exten-
sionL can be computed, starting with elements ofK, by rational operations—
that is, field operations— and by “extracting roots,” that is, by solving
equations of the form xn D b.

We am aiming for the following result:

Theorem 10.6.2. (Galois) If K � E � L are field extensions with E
Galois over K and L radical over K, then the Galois group AutK.E/ is a
solvable group.

Lemma 10.6.3. If K � L is a radical extension of K, then there is a
radical extension L � NL such that NL is Galois over K.
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Proof. Suppose there is a radical tower K D K0 � K1 � � � � � Kr D L

of length r . We prove the statement by induction on r . If r D 0, there is
nothing to do. So suppose r � 1 and there is a radical extensionF � Kr�1

such that F is Galois over K. There is an a 2 L and a natural number n
such that L D Kr�1.a/, and b D an 2 Kr�1. Let p.x/ 2 KŒx� be the
minimal polynomial of b, and let f .x/ D p.xn/. Then a is a root of f .x/.

Let NL be a splitting field of f .x/ over F that contains F.a/. We have
the following inclusions:

F � F.a/ � NL

[j [j

K � Kr�1 � L D Kr�1.a/:

If g.x/ 2 KŒx� is a polynomial such that F is a splitting field of g.x/
over K, then NL is a splitting field of g.x/f .x/ over K and, hence, NL is
Galois over K.

Finally, for any root ˛ of f .x/, ˛n is a root of p.x/, and, therefore,
˛n 2 F . It follows that NL is a radical extension of F and, hence, ofK. n

Lemma 10.6.4. SupposeK � L is a field extension such that L is radical
and Galois over K. Let K D K0 � K1 � � � � � Kr�1 � Kr D L be
a radical tower, and let ai 2 Ki and ni 2 N satisfy Ki D Ki�1.ai / and
a
ni

i 2 Ki�1 for 1 � i � r . Let n D n1n2 � � �nr , and suppose that K
contains a primitive nth root of unity. Then the Galois group AutK.L/ is
solvable.

Proof. We prove this by induction on the length r of the radical tower.
If r D 0, then K D L and the Galois group is feg. So suppose r � 1,
and suppose that the result holds for radical Galois extensions with radical
towers of length less than r . It follows from this inductive hypothesis that
the Galois group G1 D AutK1

.L/ is solvable.
We have K1 D K.a1/ and an1

1 2 K. Since n1 divides n, K contains
a primitive nth1 root of unity. Then it follows from Proposition 10.5.2 that
K1 is Galois over K with cyclic Galois group AutK.K1/.

By the fundamental theorem, G1 is normal in the Galois group G D

AutK.L/, and G=G1 Š AutK.K1/. Since G1 is solvable and normal in G
and the quotient G=G1 is cyclic, it follows that G is solvable. n

Proof of Theorem 10.6.2. LetK � E � L be field extensions, where
E is Galois over K and L is radical over K. By Lemma 10.6.3, we can
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assume that L is also Galois over K. Since AutK.E/ is a quotient group
of AutK.L/, it suffices to prove that AutK.L/ is solvable.

This has been done in Lemma 10.6.4 under the additional assumption
thatK contains certain roots of unity. The strategy will be to reduce to this
case by introducing roots of unity.

Let K D K0 � K1 � � � � � Kr�1 � Kr D L be a radical tower,
and let ai 2 Ki and ni 2 N satisfy Ki D Ki�1.ai / and ani

i 2 Ki�1 for
1 � i � r . Let n D n1n2 � � �nr , and let � be a primitive nth root of unity
in an extension field of L.

Consider the following inclusions:

K.�/ � L.�/ D K.�/ � L

[j [j

K � K.�/ \ L � L:

By Proposition 9.5.6, L.�/ D K.�/ � L is Galois over K.�/ and, fur-
thermore, AutK.�/.L.�// Š AutK.�/\L.L/. But L.�/ is obtained from
K.�/ by adjoining the elements ai , so L.�/ is radical over K.�/, and,
furthermore, Lemma 10.6.4 is applicable to the extension K.�/ � L.�/.
Hence, AutK.�/.L.�// Š AutK.�/\L.L/ is solvable.

The extension K � K.�/ is Galois with abelian Galois group, by
Proposition 10.4.6. Therefore, every intermediate field is Galois over K
with abelian Galois group, by the fundamental theorem. In particular,
K.�/ \ L is Galois over K and AutK.K.�/ \ L/ is abelian, so solvable.

Write G D AutK.L/ and N D AutK.�/\L.L/. Since K.�/ \ L is
Galois overK, by the fundamental theorem,N is normal inG andG=N Š

AutK.K.�/ \ L/.
Since both N and G=N are solvable, so is G. n

Definition 10.6.5. Let K be a field and p.x/ 2 KŒx�. We say that p(x)
is solvable by radicals over K if there is a radical extension of K that
contains a splitting field of p.x/ over K.

The idea of this definition is that the roots of p.x/ can be obtained,
beginning with elements of K, by rational operations and by extraction of
roots.

Corollary 10.6.6. Let p.x/ 2 KŒx�, and let E be a splitting field of p.x/
over K. If p.x/ is solvable by radicals, then the Galois group AutK.E/ is
solvable.

Corollary 10.6.7. (Abel, Galois) The general equation of degree n over a
field K is not solvable by radicals if n � 5.
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Proof. According to Theorem 9.7.1, the Galois group of the general equa-
tion of degree n is Sn, and it follows from Theorem 10.3.4 that Sn is not
solvable when n � 5. n

This result implies that there can be no analogue of the quadratic (and
cubic and quartic) formula for the general polynomial equation of degree
5 or higher. A general method for solving a degree n equation over K
is a method of solving the general equation of degree n, of finding the
roots ui in terms of the variables ti . Such a method can be specialized to
any particular equation with coefficients in K. The procedures for solving
equations of degrees 2, 3, and 4 are general methods of obtaining the roots
in terms of rational operations and extractions of radicals. If such a method
existed for equations of degree n � 5, then the general equation of degree
n would have to be solvable by radicals over the fieldK.t1; : : : ; tn/, which
is not so.

10.7. Radical Extensions
This section can be omitted without loss of continuity.

In this section, we will obtain a partial converse to the results of the
previous section: If K � E is a Galois extension with a solvable Galois
group, then E is contained in a radical extension. I will prove this only in
the case that the ground field has characteristic 0. This restriction is not
essential but is made to avoid technicalities. All the fields in this section
are assumed to have characteristic 0.

We begin with a converse to Proposition 10.5.2.

Proposition 10.7.1. Suppose the field K contains a primitive nth root of
unity. Let E be a Galois extension of K such that AutK.E/ is cyclic of
order n. ThenE is the splitting field of an irreducible polynomial xn�b 2

KŒx�, and E D K.a/, where a is any root of xn � b in E.

The proof of this is subtle and requires some preliminary apparatus.
Let K � E be a Galois extension. Recall that E� denotes the set of
nonzero elements of E.

Definition 10.7.2. A function f W AutK.E/ ! E� is called a multiplica-
tive 1-cocycle if it satisfies f .��/ D f .�/�.f .�//.

The basic example of a multiplicative 1-cocycle is the following: If
a is any nonzero element of E, then the function g.�/ D �.a/a�1 is a
multiplicative 1-cocycle (exercise).
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Proposition 10.7.3. IfK � E is a Galois extension, and f W AutK.E/ !

E� is a multiplicative 1-cocycle, then there is an element a 2 E� such that
f .�/ D �.a/a�1.

Proof. The elements of the Galois group are linearly independent, by Propo-
sition 9.5.7, so there is an element b 2 E� such thatX

�2AutK.E/

f .�/�.b/ ¤ 0:

Call this nonzero element a�1. In the following computation, the 1-cocycle
relation is used in the form �.f .�// D f .�/�1f .��/. Now, for any
� 2 AutK.E/,

�.a�1/ D �

0@ X
�2AutK.E/

f .�/�.b/

1A
D

X
�2AutK.E/

�.f .�//��.b/

D

X
�2AutK.E/

f .�/�1f .��/��.b/

D f .�/�1
X

�2AutK.E/

f .�/�.b/

D f .�/�1a�1:

This gives f .�/ D �.a/a�1. n

Definition 10.7.4. LetK � E be a Galois extension. For a 2 E, the norm
of a is defined by

N.a/ D NE
K .a/ D

Y
�2AutK.E/

�.a/:

Note that N.a/ is fixed by all � 2 AutK.E/, so N.a/ 2 K (because
E is a Galois extension). For a 2 K, N.a/ D adimK.E/.

Proposition 10.7.5. (D. Hilbert’s theorem 90). Let K � E be a Galois
extension with cyclic Galois group. Let � be a generator of AutK.E/.
If b 2 E� satisfies N.b/ D 1, then there is an a 2 E� such that b D

�.a/a�1.



i
i

“bookmt” — 2006/8/8 — 12:58 — page 485 — #497 i
i

i
i

i
i

10.7. RADICAL EXTENSIONS 485

Proof. Let n be the order of the cyclic group AutK.E/. Define the map
f W AutK.E/ ! E� by f .id/ D 1, f .�/ D b, and

f .� i / D � i�1.b/ � � � �.b/b;

for i � 1.
We can check that N.b/ D 1 implies that f .� iCn/ D f .� i /, so f

is well–defined on AutK.E/ and, furthermore, that f is a multiplicative
1-cocycle (Exercise 10.7.2).

Because f is a multiplicative 1-cocycle, it follows from the previous
proposition that there is an a 2 E� such that b D f .�/ D �.a/a�1. n

Proof of Proposition 10.7.1. Suppose that AutK.E/ is cyclic of order n,
that � is a generator of the Galois group, and that � 2 K is a primitive nth

root of unity. Because � 2 K, its norm satisfies N.�/ D �n D 1. Hence,
by Proposition 10.7.5, there is an element a 2 E� such that � D �.a/a�1,
or �.a/ D �a. Let b D an; we have �.b/ D �.a/n D .�a/n D an D b,
so b is fixed by AutK.E/, and, therefore, b 2 K, sinceE is Galois overK.
The elements � i .a/ D �ia, 0 � i � n�1 are distinct roots of xn�b inE,
and AutK.E/ acts transitively on these roots, so xn� b D

Qn�1
iD0.x� �ia/

is irreducible in KŒx�. (In fact, if f is an irreducible factor of xn � b in
KŒx�, and �ia is one root of f , then for all j , we have that �j�i .�ia/ D

�ja is also a root of f ; hence, degf � n and f .x/ D xn � b.) Since
dimK.K.a// D n D dimK.E/, we have K.a/ D E. n

Theorem 10.7.6. SupposeK � E is a Galois field extension. If the Galois
group AutK.E/ is solvable, then there is a radical extension L of K such
that K � E � L.

Proof. Let n D dimK.E/, and let � be a primitive nth root of unity in a
field extension of E. Consider the extensions:

K.�/ � E.�/ D K.�/ �E

[j [j

K � K.�/ \E � E:

By Proposition 9.5.6, E.�/ is Galois over K.�/ with Galois group

AutK.�/.E.�// Š AutK.�/\E .E/ � AutK.E/:

Therefore, AutK.�/.E.�// is solvable.
Let G D G0 D AutK.�/.E.�//, and let G0 � G1 � � � � � Gr D feg

be a composition series of G with cyclic quotients. Define Ki D Fix.Gi /
for 0 � i � r ; thus

K.�/ D K0 � K1 � � � � � Kr D E.�/:
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By the fundamental theorem, each extension Ki�1 � Ki is Galois
with Galois group AutKi�1

.Ki / Š Gi�1=Gi , which is cyclic. Since Ki�1
contains a primitive d th root of unity, where d D dimKi�1

.Ki /, it fol-
lows from Proposition 10.5.2 that Ki D Ki�1.ai /, where ai satisfies an
irreducible polynomial xd � bi 2 Ki�1Œx�.

Therefore, E.�/ is a radical extension of K.�/. Since also K.�/ is a
radical extension of K, E.�/ is a radical extension of K containing E, as
required. n

Corollary 10.7.7. If E is the splitting field of a polynomial p.x/ 2 KŒx�,
and the Galois group AutK.E/ is solvable, then p.x/ is solvable by radi-
cals.

Exercises 10.7

10.7.1. If a 2 E�, then the function g.�/ D �.a/a�1 is a multiplicative
1-cocycle.

10.7.2. With notation as in the proof of 10.7.5, check that if N.b/ D 1,
then f is well–defined on AutK.E/ and f is a multiplicative 1-cocycle.
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CHAPTER 11

Isometry Groups

11.1. More on Isometries of Euclidean Space
The goal of this section is to analyze the isometry group of Euclidean
space. First, we will show that an isometry of Euclidean space that fixes
the origin is actually a linear map. I’m going to choose a somewhat indi-
rect but elegant way to do this, by using a uniqueness result: If an isometry
fixes enough points, then it must fix all points, that is, it must be the identity
map.

The distance function on Rn and its subsets used in this section is the
standard Euclidean distance function, which is related to the Euclidean
norm and the standard inner product by

d.a;b/ D jja � bjj;

where

jjajj D ha; ai D

X
i

a2i :

Recall that an isometry � W R ! Rn defined on a subset R � R` is a
map that satisfies d.�.a/; �.b// D d.a;b/ for all a;b 2 R. Here R is not
presumed to be a linear subspace and � is not presumed to be linear.

Lemma 11.1.1.
(a) Suppose R � R` is a subset containing 0, and � W R ! Rn is an

isometry such that �.0/ D 0. Then � preserves norms and inner
products:

jj�.a/jj D jjajj and h�.a/; �.b/i D ha;bi;

for all a;b 2 R.
(b) In particular, if R is a vector subspace of R` and � W R ! Rn is

a linear isometry, then � preserves norms and inner products.

487
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488 11. ISOMETRY GROUPS

Proof. If a 2 R, then jj�.a/jj D d.0; �.a// D d.�.0/; �.a// D d.0; a/ D

jjajj. Thus � preserves norms.
If a;b 2 R, then

d.a;b/2 D jja � bjj
2

D jjajj
2

C jjbjj
2

C 2ha;bi;

and likewise

d.�.a/; �.b//2 D jj�.a/ � �.b/jj2 D

jj�.a/jj2 C jj�.b/jj2 C 2h�.a/; �.b/i:

Using that � preserves both distance and norms, and comparing the last
two expressions, we obtain that h�.a/; �.b/i D ha;bi. This proves part
(a), and part (b) follows immediately. n

Definition 11.1.2. An affine subspace of Rn is a coset (translate) of a
linear subspace (i.e., x0CF , where F is a linear subspace). The dimension
of an affine subspace x0 C F is the dimension of F . The affine span of a
subset R of Rn is the smallest affine subspace containing R.

A (linear) hyperplane in Rn is a linear subspace P of codimension 1;
that is, P has dimension n � 1. An affine hyperplane in Rn is an affine
subspace of dimension n � 1.

For example, in R3, a hyperplane is a two–dimensional plane through
the origin. An affine hyperplane is a two–dimensional plane not necessar-
ily passing through the origin.

In Rn, every hyperplane P is the kernel of a linear functional ' W

Rn ! R. In fact, Rn=P is one–dimensional, so is isomorphic to R. Com-
posing the canonical projection � W Rn ! Rn=P with any isomorphism
Q' W Rn=P ! R gives a linear functional ' D

Q' ı� W Rn ! R with kernel P . However, a linear functional ' W Rn ! R
has the form '.x/ D hx;˛i for some ˛ 2 Rn. Thus a linear hyperplane
P is always of the form fx 2 Rn W hx;˛i D 0g for some ˛ 2 Rn. Given
˛ 2 Rn, write P˛ for the linear hyperplane fx 2 Rn W hx;˛i D 0g. The
affine hyperplane x0CP˛̨̨ is then characterized as the set of points x such
that hx; ˛̨̨i D hx0; ˛̨̨i (Exercise 11.1.2). We can show that any n points in
Rn lie on some affine hyperplane (Exercise 11.1.3).

The following statement generalizes the well–known theorem of plane
geometry that says that the set of points equidistant to two given points is
the perpendicular bisector of the segment joining the two given points.
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Proposition 11.1.3. Let a and b be distinct points in Rn. Then the set of
points that are equidistant to a and b is the affine hyperplane x0 C P˛̨̨ ,
where x0 D .a C b/=2 and ˛̨̨ D b � a.

Proof. Exercise 11.1.4. n

Corollary 11.1.4. Let ai .1 � i � nC 1/ be nC 1 points in Rn that do
not lie on any affine hyperplane. If a and b satisfy d.a; ai / D d.b; ai / for
1 � i � nC 1, then a D b.

Proof. This is just the contrapositive of Proposition 11.1.3. n

Corollary 11.1.5. LetR be a subset of Rn, and suppose ai .1 � i � nC1/

are nC1 points inR that do not lie on any affine hyperplane. If an isometry
� W R ! Rn satisfies �.ai / D ai for i � 1 � nC 1, then �.a/ D a for all
a 2 R.

Proof. For any point a 2 Rn, d.�.a/; ai / D d.�.a/; �.ai // D d.a; ai /

for 1 � i � nC 1. By Corollary 11.1.4, �.a/ D a. n

Theorem 11.1.6.
(a) Let R be any nonempty subset of Rn, and let � W R ! Rn be an

isometry. Then there exists an affine isometry T W Rn ! Rn that
extends � .

(b) If the affine span of R is equal to Rn, then the extension in part
(a) is unique.

(c) If 0 2 R and �.0/ D 0, then every extension in part (a) is linear.
(d) Any isometry of Rn is affine. Any isometry fixing the origin is

linear.

Proof. Consider first the special case that R contains 0 and �.0/ D 0. It
follows from Lemma 11.1.1. (a) that � preserves norms and inner products.

Let V D span.R/ and let fa1; : : : ; akg be a basis of V contained in R.
Let T1 W V ! Rn be the unique linear map satisfying T1.ai / D �.ai / for
1 � i � k. I claim that T1 is isometric. In fact, for x D

P
i ˛iai 2 V , we
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have

jjT1.x/jj
2

D jj

X
i

˛i�.ai /jj
2

D h

X
i

˛i�.ai /;
X
j

j̨ �.aj /i

D

X
i;j

˛i j̨ h�.ai /; �.aj /i D

X
i;j

˛i j̨ hai ; aj i

D h

X
i

˛iai ;
X
j

j̨aj i D jj

X
i

˛iai jj
2

D jjxjj
2;

which proves the claim.
We now have an isometric linear map T1 W V ! T1.V / � Rn. Let V ?

and T1.V /? denote the orthogonal complements of V and T1.V / in Rn.
These linear subspaces are both n � k–dimensional subspaces of Rn, so
there exists a linear isometry T2 from V ? to T .V /?. Define T .a1Ca2/ D

T1.a1/ C T2.a2/ for a1 2 V and a2 2 V ?. It is easy to check that T W

Rn ! Rn is a linear isometry. By construction, T .ai / D T1.ai / D �.ai /

for 1 � i � k.
The composed isometry T �1 ı � W R ! V fixes every element of

f0; a1; : : : ; akg. Since this is a set of k C 1 vectors in the k–dimensional
Euclidean space V that does not lie on any k � 1–dimensional affine sub-
space, it follows from Corollary 11.1.5 that T �1 ı �.a/ D a for all a 2 R;
that is �.a/ D T .a/, for all a 2 R.

This completes the proof of part (a) under our special auxiliary hy-
pothesis.

For the general case of part (a), choose any element a0 2 R. Write
b0 D �.a0/. Define R0 D R � a0 D fa � a0 W a 2 Rg. Let � 0.x/ D

�.x C a0/ � b0 for x 2 R0. Then � 0 W R0 ! Rn is an isometry, 0 2 R0,
and � 0.0/ D 0. Therefore, by the special case already considered, there
exists a linear isometry T 0 W Rn ! Rn that extends � 0. Then T W x 7!

T 0.x � ao/ C b0 is an isometric affine map on Rn that extends � . This
completes the proof of part (a).

Retaining the notation of the last paragraph, the affine span ofR equals
span.R0/ C a0. The affine span of R equals Rn if, and only if, the span
of R0 equals Rn. In this case, there can be only one linear extension of � 0.
But linear extensions of � 0 correspond one-to-one with affine extensions of
� , so there can be only one affine extension of � . This proves (b).

For part (c), suppose that 0 2 R and �.0/ D 0. Suppose L is a
linear map, and T W x 7! L.x/ C b0 is an affine extension of � . Then
b0 D T .0/ D �.0/ D 0, so T D L.

Finally, part (d) follows by taking R D Rn. n

The next result considers the problem of expressing an isometry as a
product of reflections.
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Theorem 11.1.7.
(a) Any linear isometry of Rn is a product of at most n orthogonal

reflections.
(b) Any element of O.n;R/ is a product of at most n reflection ma-

trices.

Proof. Let � be a linear isometry of Rn, let E D fOeig denote the standard
orthonormal basis of Rn, and write fi D �. Oei / for i � i � n. We show by
induction that, for 1 � p � n. there is a product �p of at most p orthogonal
reflections satisfying �p. Oei / D fi for 1 � i � p. If Oe1 D f1, put �1 D id;
otherwise, 0 lies on the hyperplane consisting of points equidistant to Oe1
and f1, and the reflection in this hyperplane maps Oe1 to f1. In this case,
let �1 be the orthogonal reflection in this hyperplane.

Now, suppose � D �p�1 is a product of at most p � 1 orthogonal
reflections that maps Oei to fi for 1 � i � p � 1. If also �. Oep/ D fp, then
put �p D �. Otherwise, observe that ff1; : : : ;fp�1;fpg, and

ff1; : : : ;fp�1; �. Oep/g D f�. Oe1/; : : : ; �. Oep�1/; �. Oep/g

are both orthonormal sets, hence, ff1; : : : ;fp�1g [ f0g lies on the hyper-
plane of points equidistant to fp and �. Oep/. If � is the orthogonal reflec-
tion in this hyperplane, then �p D � ı � has the desired properties. This
completes the induction. Now � D �n by application of Corollary 11.1.5
to ��1

n ı � . n

Corollary 11.1.8.
(a) An element of O.n;R/ has determinant equal to 1 if, and only if,

it is a product of an even number of reflection matrices.
(b) An element of O.n;R/ has determinant equal to �1 if, and only

if, it is a product of an odd number of reflection matrices.

This should remind you of even and odd permutations; recall that a
permutation is even if, and only if, it is a product of an even number of 2-
cycles, and odd if, and only if, it is a product of an odd number of 2-cycles.
The similarity is no coincidence; see Exercise 11.1.7.

We now work out the structure of the group of all isometries of Rn.
For b 2 Rn, define the translation �b by �b.x/ D x C b.

Lemma 11.1.9. The set of translations of Rn is a normal subgroup of the
group of isometries of Rn, and is isomorphic to the additive group Rn. For
any isometry � , and any b 2 Rn, we have ��b�

�1 D ��.b/.
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Proof. Exercise 11.1.8. n

Let � be an isometry of Rn, and let b D �.0/. Then � D ��b� is
an isometry satisfying �.0/ D 0, so � is linear by Theorem 11.1.6. Thus,
� D �b� is a product of a linear isometry and a translation.

Theorem 11.1.10. The group Isom.n/ of isometries of Rn is the semidirect
product of the group of linear isometries and the translation group. Thus,
Isom.n/ Š O.n;R/ Ë Rn.

Proof. We have just observed that the product of the group of translations
and the group of linear isometries is the entire group of isometries. The
intersection of these two subgroups is trivial, and the group of translations
is normal. Therefore, the isometry group is a semidirect product of the two
subgroups. n

The remainder of this section contains some results on the geometric
classification of isometries of R2, which we will use in Section 11.4 for
classification of two–dimensional crystal groups.

An affine reflection in the hyperplane through a point x0 and perpen-
dicular to a unit vector ˛ is given by x 7! x � 2hx � x0;˛i˛.

A glide–reflection is the product �a� , where � is an affine reflection
and a is parallel to the hyperplane of the reflection � .

An affine rotation with center x0 is given by �x0
R��x0

, where R is a
rotation.

Proposition 11.1.11. Every isometry of R2 is a translation, a glide–
reflection, an affine reflection, or an affine rotation.

Proof. Every isometry can be written uniquely as a product �hB , where
B is a linear isometry. If B D E, then the isometry is a translation.

If B D R� is a rotation through an angle 0 < � < 2� , then E � R�
is invertible, so we can solve the equation h D x � R�x. Then �hR� D

�x��R� .x/R� D �xR���x, an affine rotation.
If B D j˛ is a reflection (where ˛ is a unit vector), write h D s˛ C

tˇ, where ˇ is a unit vector perpendicular to ˛. If t D 0, then x 7!

�h j˛.x/ D �s˛ j˛.x/ D x � 2hx � .s=2/˛;˛i˛ is an affine reflection.
Otherwise �h j˛ D �tˇ.�s˛j˛/ is a glide–reflection. n
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Exercises 11.1

11.1.1. SupposeA;B;C;D are four noncoplanar points in R3. and ˛; ˇ; 
; ı
are positive numbers. Show by elementary geometry that there is an most
one point P such that d.P;A/ D ˛, d.P;B/ D ˇ, d.P; C / D 
 , and
d.P;D/ D ı. Now show that an isometry of R3 that fixes A, B , C , and
D is the identity map.

11.1.2. Show that x0 C P˛̨̨ D fx 2 Rn W hx; ˛̨̨i D hx0; ˛̨̨ig.

11.1.3. Show that any n points in Rn lie on some affine hyperplane.

11.1.4. Prove the Proposition 11.1.3 as follows: Show that jjx � ajj D

jjx � bjj is equivalent to 2hx;b � ai D jjbjj2 � jjajj2 D 2hx0;b � ai,
where x0 D .a C b/=2.

11.1.5. Show that a set fa0; a1; : : : ; ang does not lie on any affine hyper-
plane if, and only if, the set fa1 � a0; a2 � a0; : : : ; an � a0g is linearly
independent.

11.1.6. Prove Theorem 11.1.6 more directly as follows: Using that � pre-
serves inner products, show that jj�.a C b/ � �.a/ � �.b/jj D 0, hence,
� is additive, �.a C b/ D �.a/ C �.b/. It remains to show homogeneity,
�.sa/ D s�.a/. Show that this follows for rational s from the additivity of
� , and use a continuity argument for irrational s.

11.1.7.

(a) Show that the homomorphism T W Sn �! GL.n;R/ described
in Exercise 2.4.13 has range in O.n;R/.

(b) Show that for any 2-cycle .a; b/, T ..a; b// is the orthogonal re-
flection in the hyperplane fx W xa D xbg.

(c) � 2 Sn is even if, and only if, det.T .�// D 1.
(d) Show that any element of Sn is a product of at most n 2-cycles.

11.1.8. Prove Lemma 11.1.9.

11.1.9. Isom.n/ is the subgroup of the affine group Aff.n/ consisting of
those affine transformations TA;b such that A is orthogonal. Show that

Isom.n/ is isomorphic to the group of .nC1/-by-.nC1/matrices
�
A b

0 1

�
such that A 2 O.n;R/.
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11.2. Euler’s Theorem
In this section we discuss Euler’s theorem on convex polyhedra and show
that there are only five regular polyhedra.

Theorem 11.2.1. Let v; e, and f be, respectively, the number of vertices,
edges, and faces of a convex polyhedron. Then v � e C f D 2.

Let us assume this result for the moment, and see how it leads quickly
to a classification of regular polyhedra. A regular polyhedron is one whose
faces are mutually congruent regular polygons, and at each of whose ver-
tices the same number of edges meet. Let p denote the number of edges on
each face of a regular polyhedron, and q the valence of each vertex (i.e. the
number of edges meeting at the vertex). For the known regular polyhedra
we have the following data:

polyhedron v e f p q

tetrahedron 4 6 4 3 3

cube 8 12 6 4 3

octahedron 6 12 8 3 4

dodecahedron 20 30 12 5 3

icosahedron 12 30 20 3 5

Since each edge is common to two faces and to two vertices, we have:

e D fp=2 D vq=2:

Lemma 11.2.2.
(a) Solving the equations

e D fp=2 D vq=2

together with
2 D v � e C f

for v; e; f in terms of p and q gives

v D
4p

2p C 2q � qp
; e D

2pq

2p C 2q � qp
; f D

4q

2p C 2q � qp
:

(b) It follows that that 2p C 2q > qp.
(c) The only pairs .p; q/ satisfying this inequality (as well as p � 3,

q � 3) are .3; 3/, .3; 4/, .4; 3/, .3; 5/, and .5; 3/.

Proof. Exercise 11.2.1. n
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Corollary 11.2.3. There are only five regular convex polyhedra.

Next, we will take a brief side trip to prove Euler’s theorem, which we
will interpret as a result of graph theory.

An embedded graph in R3 is a set of the form V [ E1 [ � � � [ En,
where V is a finite set of distinguished points (called vertices), and the Ei
are smooth curves (called edges) such that

(a) Each curve Ei begins and ends at a vertex.
(b) The curves Ei have no self-intersections.
(c) Two curves Ei and Ej can intersect only at vertices, Ei \ Ej �

V .
The smoothness of the curves Ei and conditions (a) and (b) mean that

for each i , there is a smooth injective function 'i W Œ0; 1� ! R3 whose
image is Ei such that 'i .0/; 'i .1/ 2 V .

Figure 11.2.1 shows a graph.

Figure 11.2.1. A graph.

Definition 11.2.4. The valence of a vertex on a graph is the number of
edges containing that vertex as an endpoint.

I leave it to you to formulate precisely the notions of a path on a graph;
a cycle is a path that begins and ends at the same vertex.

Definition 11.2.5. A graph that admits no cycles is called a tree.

Figure 11.2.2 on the next page shows a tree.
The following is a graph theoretic version of Euler’s theorem:
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Figure 11.2.2. A tree.

Theorem 11.2.6. Let G be a connected graph on the sphere S D fx 2

R3 W jjxjj D 1g. Let e and v be the number of edges and vertices of
G , and let f be the number of connected components of S n G . Then
�.G / D v � e C f D 2.

Proof. If G has exactly one edge, then e D 1, v D 2 and f D 1, so the
formula is valid. So suppose that G has at least two edges, and that the
result holds for all connected graphs on the sphere with fewer edges. If G

admits a cycle, then choose some edge belonging to a cycle, and let G 0 be
the graph resulting from deleting the chosen edge (but not the endpoints of
the edge) from G . Then G 0 remains connected. Furthermore, v.G 0/ D v,
e.G 0/ D e � 1, and f .G 0/ D f � 1. Hence, �.G / D �.G 0/ D 2. If G

is a tree, let G 0 be the graph resulting from deleting a vertex with valence
1 together with the edge containing that vertex (but not the other endpoint
of the edge). The v.G 0/ D v � 1, e.G 0/ D e � 1, and f .G 0/ D f D 1.
Hence, �.G / D �.G 0/ D 2. This completes the proof. n

Figure 11.2.3. Dodecahedron projected on the sphere.

Proof of Euler’s theorem: We can suppose without loss of generality that
0 is contained in the interior of the convex polyhedron, which is in turn
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contained in the interior of the unit sphere S . The projection x 7! x=jjxjj

onto the sphere maps the polyhedron bijectively onto the sphere. For ex-
ample, Figure 11.2.3 on the facing page shows the projection of a dodeca-
hedron onto the sphere. The image of the edges and vertices is a connected
graph G on the sphere with e edges and v vertices, and each face of the
polyhedron projects onto a connected component in S n G . Hence, Euler’s
theorem for polyhedra follows from Theorem 11.2.6. n

Exercises 11.2

11.2.1. Prove Lemma 11.2.2.

11.2.2. Explain how the data p � 3, q D 2 can be sensibly interpreted, in
the context of Lemma 11.2.2.

11.2.3. Determine by case-by-case inspection that the symmetry groups of
the five regular polyhedra satisfy

jGj D vq D fp:

Find an explanation for these formulas. Hint: Consider actions of G on
vertices and on faces.

11.2.4. Show that a tree always has a vertex with valence 1, and that in a
connected tree, there is exactly one path between any two vertices.

11.3. Finite Rotation Groups
In this section we will classify the finite subgroups of SO.3;R/ and O.3;R/,
largely by means of exercises.

It’s easy to obtain the corresponding result for two dimensions: A fi-
nite subgroup of SO.2;R/ is cyclic. A finite subgroup of O.2;R/ is either
cyclic or a dihedral group Dn for n � 1 (Exercise 11.3.1).

The classification for SO.3;R/ proceeds by analyzing the action of the
finite group on the set of points left fixed by some element of the group. Let
G be a finite subgroup of the rotation group SO.3;R/. Each nonidentity
element g 2 G is a rotation about some axis; thus, g has two fixed points
on the unit sphere S , called the poles of g. The group G acts on the set P

of poles, since if x is a pole of g and h 2 G, then hx is a pole of hgh�1.
You are asked to show in the Exercises that the stabilizer of a pole in G is
a nontrivial cyclic group.

LetM denote the number of orbits of G acting on P . Applying Burn-
side’s Lemma 5.2.2 to this action gives

M D
1

jGj
.jP j C 2.jGj � 1//;
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because the identity of G fixes all elements of P , while each nonidentity
element fixes exactly two elements. We can rewrite this equation as

.M � 2/ jGj D jP j � 2; (11.3.1)

which shows us that
M � 2:

We have the following data for several known finite subgroups of the
rotation group:

group jGj orbits orbit sizes stabilizer sizes
Zn n 2 1; 1 n; n

Dn 2n 3 2; n; n n; 2; 2

tetrahedron 12 3 6; 4; 4 2; 3; 3

cube/octahedron 24 3 12; 8; 6 2; 3; 4

dodec/icosahedron 60 3 30; 20; 12 2; 3; 5

Theorem 11.3.1. The finite subgroups of SO.3;R/ are the cyclic groups
Zn, the dihedral groups Dn, and the rotation groups of the regular poly-
hedra.

Proof. Let x1; : : : ;xM be representatives of the M orbits. We rewrite

jP j=jGj D

MX
iD1

jO.xi /j

jGj
D

MX
iD1

1

jStab.xi /j
:

Putting this into the orbit counting equation, writing M as
PM
iD1 1,

and rearranging gives
MX
iD1

.1 �
1

jStab.xi /j
/ D 2.1 �

1

jGj
/: (11.3.2)

Now, the right-hand side is strictly less than 2, and each term on the left is
at least 1=2, since the size of each stabilizer is at least 2, so we have

2 � M � 3:

If M D 2, we obtain from Equation (11.3.1) or (11.3.2) that there are
exactly two poles, and thus two orbits of size 1. Hence, there is only one
rotation axis for the elements of G, and G must be a finite cyclic group.

If M D 3, write 2 � a � b � c for the sizes of the stabilizers for the
three orbits. Equation (11.3.2) rearranges to

1

a
C
1

b
C
1

c
D 1C

2

jGj
: (11.3.3)
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Since the right side is greater than 1 and no more than 2, the only solutions
are .2; 2; n/ for n � 2, .2; 3; 3/, .2; 3; 4/, and .2; 3; 5/.

The rest of the proof consists of showing that the only groups that
can realize these data are the dihedral group Dn acting as rotations of the
regular n–gon, and the rotation groups of the tetrahedron, the octahedron,
and the icosahedron. The idea is to construct the geometric figures from
the data on the orbits of poles.

It’s a little tedious to read the details of the four cases but fun to work
out the details for yourself. The Exercises provide a guide. n

Exercises 11.3

11.3.1. Show that the finite subgroup of SO.2;R/ is cyclic and, conse-
quently, a finite subgroup of SO.3;R/ that consists of rotations about a
single axis is cyclic. Show that a finite subgroup of O.2;R/ is either cyclic
or a dihedral group Dn for n � 1.

11.3.2. Show that the stabilizer of any pole is a cyclic group of order at
least 2. Observe that the stabilizer of a pole x is the same as the stabilizer
of the pole �x, so the orbits of x and of �x have the same size. Consider
the example of the rotation groupG of the tetrahedron. What are the orbits
of G acting on the set of poles of G? For which poles x is it true that x

and �x belong to the same orbit?

11.3.3. Let G be a finite subgroup of SO.3;R/ with the data M D 3,
.a; b; c/

D .2; 2; n/ with n � 2. Show that jGj D 2n, and the sizes of the three
orbits of G acting on P are n; n, and 2. The case n D 2 is a bit special,
so consider first the case n � 3. There is one orbit of size 2, which must
consist of a pair of poles fx;�xg; and the stabilizer of this pair is a cyclic
group of rotations about the axis determined by fx;�xg. Show that there
is an n-gon in the plane through the origin perpendicular to x, whose n
vertices consist of an orbit of poles of G, and show that G is the rotation
group of this n-gon.

11.3.4. Extend the analysis of the last exercise to the case n D 2. Show
thatG must beD2 Š Z2�Z2, acting as symmetries of a rectangular card.

11.3.5. Let G be a finite subgroup of SO.3;R/ with the data M D 3,
.a; b; c/

D .2; 3; 3/. Show that jGj D 12, and the size of the three orbits of G
acting on P are 6; 4, and 4. Consider an orbit O � P of size 4, and let
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u 2 O. Choose a vector v 2 Onfu;�ug. Let g 2 G generate the stabilizer
of u (so o.g/ D 3).

Conclude that fu; v; gv; g2vg D O. Deduce that fv; gv; g2vg are the
three vertices of an equilateral triangle, which lies in a plane perpendicular
to u and that jju � vjj D jju � gvjj D jju � g2vjj.

Now, let v play the role of u, and conclude that the four points of O

are equidistant and are, therefore, the four vertices of a regular tetrahedron
T . Hence, G acts as symmetries of T ; since jGj D 12, conclude that G is
the rotation group of T .

11.3.6. Let G be a finite subgroup of SO.3;R/ with the data M D 3,
.a; b; c/

D .2; 3; 4/. Show that jGj D 24, and the size of the three orbits of G
acting on P are 12; 8, and 6.

Consider the orbit O � P of size 6. Since there is only one such orbit,
O must contain together with any of its elements x the opposite vector �x.

Let u 2 O. Choose a vector v 2 Onfu;�ug. The stabilizer of fu;�ug

is cyclic of order 4; let g denote a generator of this cyclic group.
Show that fv; gv; g2v; g3vg is the set of vertices of a square that lies

in a plane perpendicular to u. Show that �v D g2v and that the plane of
the square bisects the segment Œu;�u�.

Using rotations about the axis through v;�v, show that O consists of
the 6 vertices of a regular octahedron. Show that G is the rotation group
of this octahedron.

11.3.7. Let G be a finite subgroup of SO.3;R/ with the data M D 3,
.a; b; c/

D .2; 3; 5/.Show that jGj D 60, and the size of the three orbits of G
acting on P are 30; 20, and 12.

Consider the orbit O � P of size 12. Since there is only one such
orbit, O must contain together with any of its elements x the opposite
vector �x.

Let u 2 O and let v 2 O satisfy jju�vjj � jju�yjj for all y 2 Onfug.
Let g be a generator of the stabilizer of fu;�ug, o.g/ D 5. Show that

the 5 points fgiv W 0 � i � 4g are the vertices of a regular pentagon that
lies on a plane perpendicular to u.

Show that the plane of the pentagon cannot bisect the segment Œu;�u�,
that u and the vertices of the pentagon lie all to one side of the bisector of
Œu;�u�, and finally that the 12 points f˙u;˙giv W 0 � i � 4g com-
prise the orbit O. Show that these 12 points are the vertices of a regular
icosahedron and that G is the rotation group of this icosahedron.

It is not very much work to extend our classification results to finite
subgroups of O.3;R/. If G is a finite subgroup of O.3;R/, then H D
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G \ SO.3;R/ is a finite rotation group, so it is on the list of Theorem
11.3.1.

11.3.8. If G is a finite subgroup of O.3;R/ and the inversion i W x 7! �x

is an element of G, then G D H [ iH Š H � Z2, where H D G \

SO.3;R/. Conversely, for any H on the list of Theorem 11.3.1, G D

H [ iH Š H � Z2 is a subgroup of O.3;R/.

11.3.9.
(a) Suppose G is a finite subgroup of O.3;R/, that G is not con-

tained in SO.3;R/, and that the inversion is not an element of
G. Let H D G \ SO.3;R/. Show that  W a 7! det.a/a is an
isomorphism of G onto a subgroup QG of SO.3;R/, and H � QG

is an index 2 subgroup.
(b) Conversely, ifH � QG is an index 2 pair of subgroups of SO.3;R/,

let R 2 QG n H , and define G D H [ .�R/H � O.3;R/.
Show that G is a subgroup of O.3;R/, G is not contained in
SO.3;R/, and the inversion is not an element ofG. Furthermore,
 .G/ D QG.

(c) Show that the complete list of index 2 pairs in SO.3;R/ is
(i) Zn � Z2n; n � 1

(ii) Zn � Dn; n � 2

(iii) Dn � D2n; n � 2

(iv) The rotation group of the tetrahedron contained in the rota-
tion group of the cube.

This exercise completes the classification of finite subgroups of
O.3;R/. Note that this is more than a classification up to group isomor-
phism; the groups are classified by their mode of action. For example, the
abstract group Z2n acts as a rotation group but also as a group of rota-
tions and reflection–rotations, due to the pair Zn � Z2n on the list of the
previous exercise. More precisely, the classification is up to conjugacy:
Recall that two subgroups A and B of O.3;R/ are conjugate if there is a
g 2 O.3;R/ such that A D gBg�1; conjugacy is an equivalence relation
on subgroups. Our results classify the conjugacy classes of subgroups of
O.3;R/.

11.4. Crystals
In this section, we shall investigate crystals in two and three dimensions,
with the goal of analyzing their symmetry groups. We will encounter sev-
eral new phenomena in group theory in the course of this discussion: Let’s
first say what we mean by a crystal.
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Definition 11.4.1. A lattice L in a real vector space V (for us, V D R2 or
V D R3) is the set of integer linear combinations of some basis of V .

For example, take the basis a D

�
1

0

�
;b D

�
1=2

p
3=2

�
in R2. Fig-

ure 11.4.1 shows (part of) the lattice generated by fa;bg.

Figure 11.4.1. Hexagonal lattice.

Definition 11.4.2. A fundamental domain for a lattice L in V is a closed
region D in V such that

(a)
S

x2L x CD D V

(b) For x ¤ y inL, .xCD/\.y CD/ is contained in the boundary
of .x CD/.

That is, the translates ofD by elements ofL cover V , and two different
translates ofD can intersect only in their boundary. (I am not interested in
using complicated sets for D; convex polygons in R2 and convex polyhe-
dra in R3 will be general enough.)

For the lattice displayed in Figure 11.4.1, two different fundamental
domains are

1. The parallelepiped spanned by fa;bg, namely,

fsa C tb W 0 � s; t � 1g

2. A hexagon centered at the origin, two of whose vertices are at
.0;˙1=

p
3/x

Definition 11.4.3. A crystal consists of some geometric figure in a fun-
damental domain of a lattice together with all translates of this figure by
elements of the lattice.
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For example, take the hexagonal fundamental domain for the lattice L
described previously, and the geometric figure in the fundamental domain
displayed in Figure 11.4.2. The crystal generated by translations of this
pattern is shown in Figure 11.4.3.

Figure 11.4.2. Pattern in fundamental domain.

Figure 11.4.3. Hexagonal crystal.

Crystals in two dimensions (in the form of fabrics, wallpapers, car-
pets, quilts, tilework, basket weaves, and lattice work) are a mainstay of
decorative art. See Figure 11.4.4 on the next page. You can find many
examples by browsing in your library under “design” and related topics.
For some remarkable examples created by “chaotic” dynamical systems,
see M. Field and M. Golubitsky, Symmetry in Chaos, Oxford University
Press, 1992.

What we have defined as a crystal in three dimensions is an idealiza-
tion of physical crystals. Many solid substances are crystalline, consisting
of arrangements of atoms that are repeated in a three–dimensional array.
Solid table salt, for example, consists of huge arrays of sodium and chlo-
rine atoms in a ratio of one to one. From x-ray diffraction investigation,
it is known that the lattice of a salt crystal is cubic, that is, generated by
three orthogonal vectors of equal length, which we can take to be one unit.
A fundamental domain for this lattice is the unit cube. The sodium atoms
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Figure 11.4.4. “Crystal” in decorative art.

occupy the eight vertices of the unit cube and the centers of the faces. The
chlorine atoms occupy the centers of each edge as well as the center of the
cube. (Each atom is surrounded by six atoms of the opposite sort, arrayed
at the vertices of an octahedron.)

We turn to the main concern of this section: What is the group of
isometries of a crystal? Of course, the symmetry group of a crystal built
on a lattice L will include at least L, acting as translations. I will make
the standing assumption that enough stuff was put into the pattern in the
fundamental domain so that the crystal has no translational symmetries
other than those in L.
Assumption: L is the group of translations of the crystal.

Now I want to define a “linear part” of the group of symmetries of a
crystal, the so-called point group. One could be tempted by such examples
as that in Figure 11.4.3 on the preceding page to define the point group
of a crystal to be intersection of the symmetry group of the crystal with
the orthogonal group. This is pretty close to being the right concept, but
it is not quite right in general, as shown by the following example: Let L
be the square lattice generated by f Oe1; Oe2g. Take as a fundamental domain
the square with sides of length 1, centered at the origin. This square is
divided into quarters by the coordinate axes. In the southeast quarter, put a
small copy of the front page of today’s New York Times. In the northwest
corner, put a mirror image copy of the front page. The crystal generated
by this data has no rotation or reflection symmetries. (See Figure 11.4.5.)
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Nevertheless, its symmetry group is larger than L, namely, � Oe2=2� is a
symmetry, where � is the reflection in the y–axis.

All
the

News

All
the

News

All
the

News

All
the

News

All
the

News

All
the

News
All
the

News

All
the

News
All
the

News

All
the

News

All
the

News

All
the

News

Figure 11.4.5. New York Times crystal.

This example points us to the proper definition of the point group.
The symmetry group G of a crystal is a subgroup of Isom.V/ (where

V D R2 or R3). We know from Theorem 11.1.10 that Isom.V/ is the
semidirect product of the group V of translations and the orthogonal group
O.V /. The lattice L is the intersection of G with the group of translations
and is a normal subgroup of G. The quotient group G=L is isomorphic to
the image of G in Isom.V/=V Š O.V/, by Proposition 2.7.18.

Definition 11.4.4. The point group G0 of a crystal is G=L.

Recall that the quotient map of Isom.V/ onto O.V / is given as fol-
lows: Each isometry of V can be written uniquely as a product �� , where
� is a translation and � is a linear isometry. The image of �� in O.V / is
� . For the New York Times crystal, the symmetry group is generated by
� Oe1

, � Oe2
, and � Oe2=2� , where � is the reflection in the y–axis. Therefore,

the point group is the two element group generated by � in O.2;R/.
Of course, there are examples where G0 Š G \ O.V /; this happens

when G is the semidirect product of L and G \O.V / (Exercise 11.4.2).
Now, consider x 2 L and A 2 G0. By definition of G0, there is an

h 2 V such that �hA 2 G. Then .�hA/�x.�hA/
�1 D �h�Ax��h D �Ax 2

G. It follows from our assumption that Ax 2 L. Thus, we have proved
the following:

Lemma 11.4.5. L is invariant under G0.
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Let F be a basis of L, that is, a basis of the ambient vector space V
(D R2 or R3) such that L consists of integer linear combinations of F .
Since for A 2 G0 and a 2 F , Aa 2 L, it follows that the matrix of A
with respect to the basis F is integer valued. This observation immediately
yields a strong restriction on G0:

Proposition 11.4.6. Any rotation in G0 is of order 2, 3, 4, or 6.

Proof. On the one hand, a rotation A 2 G0 has an integer valued matrix
with respect to F so, in particular, the trace of A is an integer. On the other
hand, with respect to a suitable orthonormal basis of V , A has the matrix24cos.�/ � sin.�/ 0

sin.�/ cos.�/ 0

0 0 1

35
in the three–dimensional case or�

cos.�/ � sin.�/
sin.�/ cos.�/

�
in the two–dimensional case. So it follows that 2 cos.�/ is an integer, and,
therefore, � D ˙2�=k for k 2 f2; 3; 4; 6g. n

Corollary 11.4.7. The point group of a two–dimensional crystal is one
of the following ten groups (up to conjugacy in O.2;R/): Zn or Dn for
n D 1; 2; 3; 4; 6.

Proof. This follows from Exercise 11.3.1 and Proposition 11.4.6. n

We will call the classes of point groups, up to conjugacy in O.2;R/,
the geometric point groups.

Corollary 11.4.8.
(a) The elements of infinite order in a two–dimensional crystal group

are either translations or glide–reflections.
(b) An element of infinite order is a translation if, and only if, it

commutes with the square of each element of infinite order.

Proof. The first part follows from the classification of isometries of R2,
together with the fact that rotations in a two–dimensional crystal group are
of finite order. Since the square of a glide–reflection or of a translation
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is a translation, translations commute with the square of each element of
infinite order. On the other hand, if � is a glide–reflection, and � is a
translation in a direction not parallel to the line of reflection of � , then �
does not commute with �2. n

Lemma 11.4.9. Let L be a two–dimensional lattice. Let a be a vector of
minimal length in L, and let b be a vector of minimal length in L n Ra.
Then fa;bg is a basis for L; that is, the integer linear span of fa;bg is L.

Proof. Exercise 11.4.4. n

Lemma 11.4.10. Suppose the point group of a two–dimensional crystal
contains a rotation R of order 3,4, or 6. Then the lattice L must be

(a) the hexagonal lattice spanned by two vectors of equal length at
an angle of �=3, if R has order 3 or 6 or

(b) the square lattice spanned by two orthogonal vectors of equal
length, if R has order 4.

Proof. Exercise 11.4.5. n

Lemma 11.4.11. LetGi be symmetry groups of two–dimensional crystals,
with lattices Li and point groups G0i , for i D 1; 2. Suppose ' W G1 ! G2
is a group isomorphism. Then

(a) '.L1/ D L2.
(b) There is a ˚ 2 GL.R2/ such that '.�x/ D �˚.x/ for x 2 L1.

The matrix of ˚ with respect to bases of L1 and L2 is integer
valued, and the inverse of this matrix is integer valued.

(c) ' induces an isomorphism Q' W G01 ! G02 . For B 2 G01 , we have
Q'.B/ D ˚B˚�1.

(d) ' maps affine rotations to affine rotations, affine reflections
to affine reflections, translations to translations, and glide–
reflections to glide–reflections.

Proof. If � is a translation in G1, then � commutes with the square of
every element of infinite order in G1. It follows that '.�/ is an element
of infinite order in G2 with the same property, so '.�/ is a translation, by
Corollary 11.4.8. This proves part (a).
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The isomorphism ' W L1 ! L2 extends to a linear isomorphism ˚ W

R2 ! R2, whose matrix A with respect to bases of L1 and L2 is integer
valued; applying the same reasoning to '�1 shows that A�1 is also integer
valued. This proves part (b).

If �i denotes the quotient map from Gi to G0i D Gi=Li , for i D 1; 2,
then �2 ı ' W G1 ! G02 is a surjective homomorphism with kernel L1;
therefore, there is an induced isomorphism Q' W G01 D G1=L1 ! G02 such
that Q' ı �1 D �2 ı ', by the Homomorphism Theorem 2.7.6.

On the other hand, G0i can be identified with a finite subgroup of
O.R2/: G0i is the set of B 2 O.R2/ such that there exists a h 2 R2

such that �hB 2 Gi . So let B 2 G01 and let h 2 R2 satisfy �hB 2

G1. Then '.�hB/ D �k Q'.B/ for some k 2 R2. Compute that �Bx D

.�hB/�x.�hB/
�1 for x 2 L1. Applying ' to both sides gives �˚.Bx/ D

�k Q'.B/�˚.x/ Q'.B/�1��k D � Q'.B/˚.x/. Therefore, Q'.B/ D ˚B˚�1,
which completes the proof of (c).

The isomorphism ' maps translations to translations, by part (a). The
glide–reflections are the elements of infinite order that are not translations,
so ' also maps glide–reflections to glide–reflections. The affine rotations
in G1 are elements of the form g D �hB , where B is a rotation in G01 ;
for such an element, '.g/ D �k˚B˚

�1 is also a rotation. Use a similar
argument for affine reflections, or use the fact that affine reflections are the
elements of finite order that are not affine rotations. n

Remark 11.4.12. We can show that any finite subgroup of GL.Rn/ is con-
jugate in GL.Rn/ to a subgroup of O.Rn/, and subgroups of O.Rn/ that are
conjugate in GL.Rn/ are also conjugate in O.Rn/. In particular, isomor-
phic two–dimensional crystal groups have point groups belonging to the
same geometric class. These statements will be verified in the Exercises.

Theorem 11.4.13. There are exactly 17 isomorphism classes of two–
dimensional crystal groups. They are distributed among the geometric
point group classes, as in Table 11.4.1.

Proof. The strategy of the proof is to go through the possible geometric
point group classes and produce for each a list of possible crystal groups;
these are then shown to be mutually nonisomorphic by using Lemma 11.4.11.
In the proof, G will always denote the crystal group, G0 the point group,
and L the lattice. The main difficulties are already met in the case G0 D

D1.
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geometric class number of
isomorphism classes

Z1 1

D1 3

Z2 1

D2 4

Z3 1

D3 2

Z4 1

D4 2

Z6 1

D6 1

Table 11.4.1. Distribution of classes of crystal groups.

Point group Z1. The lattice L is the entire symmetry groups. Any two
lattices in R2 are isomorphic as groups. A crystal with trivial point group
is displayed in Figure 11.4.6.

Figure 11.4.6. Crystal with trivial point group.

Point group D1. The point group is generated by a single reflection � in a
line A through the origin. Let B be an orthogonal line through the origin.
If v is any vector in L that is not in A[B , then v C �.v/ is in L\A and
v � �.v/ is in L \ B . Let L0 be the lattice generated by L \ .A [ B/.

Case: L0 D L. In this case the lattice L is generated by orthogonal
vectors a 2 A and b 2 B .

If � 2 G, then G is the semidirect product of L and D1. This isomor-
phism class is denoted D1m.
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If � 62 G, then G contains a glide–reflection �h� in a line parallel to
A; without loss of generality, we can suppose that the origin is on this line
and that g D �sa� , with 0 < jsj � 1=2. Since g2 D �2sa 2 G, we have
jsj D 1=2. Then G is generated by L and the glide–reflection �a=2� . This
isomorphism class is denoted by D1g .

Case: L0 ¤ L. Let u be a vector of shortest length in L nL0; we can
assume without loss of generality that u makes an acute angle with both
the generators a and b of L0. Put v D �.u/. We can now show that u and
v generate L, a D u C v, b D u � v (Exercise 11.4.8).

As in the previous case, if G contains a glide–reflection, then we
can assume without loss of generality that it contains the glide–reflection
�a=2� D �.1=2/.uCv/� . But then G also contains the reflection

��v�.1=2/.uCv/� D �.1=2/.u�v/�:

Thus, G is a semidirect product of L and D1. This isomorphism class is
labeled D1c .

The classes D1m, D1g , and D1c are mutually nonisomorphic: D1m
and D1c are both semidirect products of L and D1, while D1g is not. In

D1m, the reflection � is represented by the matrix
�
1 0

0 �1

�
with respect

to a basis of L, and in D1g , � is represented by
�
0 1

1 0

�
: These matrices

are not conjugate in GL.2;Z/, so by Lemma 11.4.11, the crystal groups
are not isomorphic.

The New York Times crystal is of type D1g . Figure 11.4.7 displays
crystals of types D1m and D1c .

Figure 11.4.7. Crystals with point group D1.
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Point group Z2. The point group is generated by the half-turn �E, so G
contains an element �h.�E/, which is also a half-turn about some point.
The group G is, thus, a semidirect product of L and Z2; there is no re-
striction on the lattice. A crystal with symmetry type Z2 is displayed in
Figure 11.4.8.

Figure 11.4.8. Crystal of symmetry type Z2.

Point group D2. Here G0 is generated by reflections in two orthogonal
lines A and B . As for the point group D1, we have to consider two cases.
Let L0 be the lattice generated by L \ .A [ B/.

Case: L0 D L. The lattice L is generated by orthogonal vectors
a 2 A and b 2 B . Here there are three further possibilities: Let ˛ and ˇ
denote the reflections in the lines A and B .

If both ˛ and ˇ are contained in G, then G is the semidirect product
of L and D2. The generators of D2 are represented by matrices�

1 0

0 �1

�
and

�
�1 0

0 1

�
with respect to a basis of L. This class is called D2mm.

Suppose ˛ is contained in G but not ˇ. Then G is generated by L, ˛,
and the glide–reflection �b=2ˇ. This isomorphism class is called D2mg .

If neither ˛ nor ˇ is contained in G, then G is generated by L and
two glide–reflections �a=2˛ and �b=2ˇ. This isomorphism class is called
D2gg .

Crystals of typesD2mm,D2mg , andD2gg are displayed in Figure 11.4.9
on the following page.

Case: L0 ¤ L. In this case, the lattice L is generated by two vectors
of equal length u and v that are related to the generators a and b of L0
by a D u C v and b D u � v. As in the analysis of case D1c , we find
that G must contain reflections in orthogonal lines A and B . Thus, G is a
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Figure 11.4.9. Crystals with point group D2.

semidirect product of L and D2, but the matrices of the generators of D2
with respect to a basis of L are�

0 1

1 0

�
and

�
0 1

�1 0

�
:

This isomorphism class is called D2c .
The four classes D2mm, D2mg , D2gg , and D2c are mutually noniso-

morphic: The groups D2mm and D2c are semidirect products of L and
D2, but the other two are not. The groups D2mm and D2c are noniso-
morphic because they have matrix representations that are not conjugate in
GL.2;Z/. D2mg , D2gg are nonisomorphic because the former contains
an element of order 2 while the latter does not.

A crystal of type D2c is shown in Figure 11.4.10.

Figure 11.4.10. Crystal of type D2c .

Point group Z3: By Exercise 11.4.5, the lattice is necessarily the hexag-
onal lattice generated by two vectors of equal length at an angle of �=3.
G must contain an affine rotation of order 3 about some point, so G is
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a semidirect product of L and Z3. A crystal with symmetry type Z3 is
displayed in Figure 11.4.11.

Figure 11.4.11. Crystal of symmetry type Z3.

Point group D3: As in the previous case, the lattice is necessarily the
hexagonal lattice generated by two vectors of equal length at an angle of
�=3.

Now, G0 contains reflections in two lines forming an angle of �=3.
We can argue as in case D1c that G actually contains reflections in lines
parallel to these lines. These two reflections generate a copy of D3 in G,
and hence G must be a semidirect product of L and D3.

There are still two possibilities for the action of D3 on L: Let A and
B be the lines fixed by two reflections in D3 � G. As in the case D1, the
lattice L must contain points on the lines A and B . Let L0 be the lattice
generated by L \ .A [ B/.

If L0 D L, then D3 is generated by reflections in the lines containing
the six shortest vectors in the lattice. Generators for D3 have matrices�

1 1

0 �1

�
and

�
�1 0

1 1

�
with respect to a basis of L.

If L0 ¤ L, then, by the argument of case D1c , L is generated by
vectors that bisect the lines fixed by the reflections in D3. In this case,
generators of D3 have matrices�

0 1

1 0

�
and

�
�1 �1

0 1

�
with respect to a basis of L.

The two groups are nonisomorphic because the matrix representations
are not conjugate in GL.2;Z/.

Crystals of symmetry typesD3m andD3c are displayed in Figure 11.4.12
on the next page.
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Figure 11.4.12. Crystals with point group D3.

Point group Z4: The group G must contain an affine rotation of order 4
about some point, so G is a semidirect product of L and Z4. The lattice
is necessarily square, by Lemma 11.4.6. A crystal of symmetry type Z4 is
shown in Figure 11.4.13.

Figure 11.4.13. Crystal of type Z4.

Point group D4: The lattice is necessarily square, generated by orthogonal
vectors of equal length a and b. G contains a rotation of order 4. The point
groupG0 contains reflections in the lines spanned by a, b, aCb, and a�b.
By the argument for the case D1c , G must actually contain reflections in
the lines parallel to a C b and a � b. Without loss of generality, we can
suppose that the origin is the intersection of these two lines. There are still
two possibilities:

Case: G contains reflections in the lines spanned by a and b. Then G
is a semidirect product of L and D4. This case is called D4m.

Case: G does not contain a reflection in the line spanned by a, but con-
tains a glide–reflection �a=2� , where � is the reflection in the line spanned
by a. This case is called D4g .
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The two groups are nonisomorphic because one is a semidirect product
of L and D4, and the other is not.

Crystals of symmetry typesD4m andD4g are displayed in Figures 11.4.14
and 11.4.15.

Figure 11.4.14. Crystal with point group D4m.

Figure 11.4.15. Crystal with point group D4g .

Point group Z6: The lattice is hexagonal and the group G contains a
rotation of order 6. G is a semidirect product of L and Z6. A crystal
of symmetry type Z6 is displayed in Figure 11.4.16 on the next page.
Point group D6: The lattice is hexagonal and the group G contains a rota-
tion of order 6. G also contains reflections in the lines spanned by the six
shortest vectors in L, and in the lines spanned by sums and differences of
these vectors. Observe that the example in Figure 11.4.3 on page 503 has
symmetry type D6.

This completes the proof of Theorem 11.4.13. n
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Figure 11.4.16. Crystal of symmetry type Z6.

It is possible to classify three–dimensional crystals using similar prin-
ciples. This was accomplished in 1890 by the crystallographer Fedorov
(at a time when the atomic hypothesis was still definitely hypothetical).
There are 32 geometric crystal classes (conjugacy classes in O.3;R/ of
finite groups that act on lattices); 73 arithmetic crystal classes (conjugacy
classes in GL.3;Z/ of finite groups that act on lattices); and 230 isomor-
phism classes of crystal groups.

About two decades after the theoretical classification of crystals by
their symmetry type was achieved, developments in technology made ex-
perimental measurements of crystal structure possible. Namely, it was hy-
pothesized by von Laue that the then newly discovered x-rays would have
wave lengths comparable to the distance between atoms in crystalline sub-
stances and could be diffracted by crystal surfaces. Practical experimental
implementation of this idea was developed by W. H. and W. L. Bragg
(father and son) in 1912 and 1913.

Exercises 11.4

11.4.1. Devise examples in which the group of translation symmetries of
a crystal built on a lattice L is strictly larger than L. (This can only happen
if there is not enough “information” in a fundamental domain to prevent
further translational symmetries.)

11.4.2. Show that if G is the semidirect product of L and G \O.V /, then
G0 Š G \O.V /.

11.4.3. For several of the groups listed in Corollary 11.4.7, construct a
two–dimensional crystal with that point group.
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11.4.4. Let L be a two–dimensional lattice. Let a be a vector of minimal
length in L, and let b be a vector of minimal length in L n Ra.

(a) By using jja ˙ bjj � jjbjj, show that jha;bij � jjajj2=2.
(b) Let L0 be the integer linear span of fa;bg. If L0 ¤ L, show that

there is a nonzero vector v D sa C tb 2 L n L0 with jsj; jt j �

1=2.
(c) Using part (a), show that such a vector would satisfy

jjvjj
2

� .3=4/jjbjj
2:

Show that this implies v D 0.
(d) Conclude that fa;bg is a basis for L; that is, the integer linear

span of fa;bg is L.

11.4.5. Prove Lemma 11.4.10. Hint: Let a be a vector of minimal length
in L; apply the previous exercise to fa; Rag.

11.4.6. The purpose of this exercise and the next is to verify the assertions
made in Remark 11.4.12. Let G be a finite subgroup of GL.Rn/. For
x;y 2 Rn define hhxjyii D

P
g2Ghgxjgyi.

(a) Show that .x;y/ 7! hhxjyii defines an inner product on Rn.
That is, this is a positive definite, bilinear function.

(b) Show that if g 2 G, then hhgxjgyii D hhxjyii.
(c) Conclude that the matrix of g with respect to an orthonormal

basis for the inner product hh j ii is orthogonal.
(d) Conclude that there is a matrix A (the change of basis matrix)

such that AgA�1 is orthogonal, for all g 2 G.

11.4.7. Let T be an element of GL.n;R/. It is known that T has a po-
lar decomposition T D U

p
T �T , where U is an orthogonal matrix and

p
T �T is a self-adjoint matrix that commutes with any matrix commuting

with T �T . Refer to a text on linear algebra for a discussion of these ideas.
(a) Suppose G1 and G2 are subgroups of O.n;R/ and that T is an

element of GL.n;R/ such that TG1T �1 D G2. Define '.g/ D

TgT �1 for g 2 G1, and verify that ' is an isomorphism of G1
onto G2.

(b) Use that fact that Gi � O.n;R/ to show that '.g�/ D '.g/� for
g 2 G1. Here A� is used to denote the transpose of the matrix
A.

(c) Verify that Tg D '.g/T for g 2 G1. Apply the transpose oper-
ation to both sides of this equation, and use that g� D g�1 2 G1
for all g 2 G1 to conclude that also gT � D T �'.g/ for g 2 G1.

(d) Deduce that T �T commutes with all elements of G1 and, there-
fore, so does

p
T �T . Conclude that '.g/ D UgU � D UgU�1.

Thus, G1 and G2 are conjugate in O.n;R/.
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11.4.8. Consider the case of point group D1 and L0 ¤ L. Let u be
a vector of shortest length in L n L0; assume without loss of generality
that u makes an acute angle with both the generators a and b of L0. Put
v D �.u/. Show that u and v generate L, a D u C v, b D u � v.

11.4.9. Fill in the details of the analysis forD3. Give examples of crystals
of both symmetry types D3m and D3c .

11.4.10. Fill in the details of the analysis of point group D4, and give
examples of crystals of both D4 symmetry types.

11.4.11. Fill in the details for the case D6.

11.4.12. Of what symmetry types are the following crystals?
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APPENDIX A

Almost Enough about Logic
The purpose of this text is to help you develop an appreciation for, and a
facility in, the practice of mathematics. We will need to pay some attention
to the language of mathematical discourse, so I include informal essays
on logic and on the language of sets. These are intended to observe and
describe the use of logic and set language in everyday mathematics, rather
than to examine the logical or set theoretic foundations of mathematics.

To practice mathematics, you need only a very little bit of set theory
or logic; but need to use that little bit accurately. This requires that you
respect precise usage of mathematical language.

A number of auxiliary texts are available that offer a a more thorough,
but still fairly brief and informal treatment of logic and sets. One such book
is Keith Devlin, Sets, Functions, and Logic, An Introduction to Abstract
Mathematics, 2nd ed., Chapman and Hall, London, 1992.

A.1. Statements
Logic is concerned first with the logical structure of statements and the
construction of complex statements from simple parts. A statement is a
declarative sentence, which is supposed to be either true or false.

Whether a given sentence is sufficiently unambiguous to qualify as a
statement and whether it is true or false may well depend upon context.
For example, the assertion “He is my brother” standing alone is neither
true nor false, because we do not know from context to whom “he” refers,
nor who is the speaker. The sentence becomes a statement only when both
the speaker and the “he” have been identified. The same thing happens
frequently in mathematical writing, with sentences that contain variables,
for example, the sentence

x > 0:

Such a sentence, which is capable of becoming a statement when the vari-
ables have been adequately identified, is called a predicate or, perhaps less

522
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A.2. LOGICAL CONNECTIVES 523

pretentiously, a statement with variables. Such a sentence is neither true
nor false until the variable has been identified.

It is the job of every writer of mathematics (you, for example!) to strive
to abolish ambiguity. In particular, it is never permissible to introduce a
symbol without declaring what it should stand for, unless the symbol has
a conventional meaning (e.g., R for the set of real numbers). Otherwise,
what you write will be meaningless or incomprehensible.

A.2. Logical Connectives
Statements can be combined or modified by means of logical connectives
to form new statements; the validity of such a composite statement depends
only on the validity of its components. The basic logical connectives are
and, or, not, and if. . . then. We consider these in turn.

A.2.1. The Conjunction And

For statements A and B, the statement “A and B” is true exactly when
both A and B are true. This is conventionally illustrated by a truth table:

A B A and B
t t t
t f f
f t f
f f f

The table contains one row for each of the four possible combinations
of truth values of A and B; the last entry of the row is the corresponding
truth value of “A and B.” (The logical connective and thus defines a func-
tion from ordered pairs truth values to truth values, i.e., from ft; f g�ft; f g

to ft; f g:/

A.2.2. The Disjunction Or

For statements A and B, the statement “A or B” is true when at least
one of the component statements is true.

A B A or B
t t t
t f t
f t t
f f f

In everyday speech, or sometimes is taken to mean “one or the other,
but not both,” but in mathematics the universal convention is that or means
“one or the other or both.”
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A.2.3. The Negation Not

The negation “not(A)” of a statement A is true when A is false and
false when A is true.

A not(A)
t f
f t

Of course, given an actual statement A, we do not generally negate it
by writing “not(A).” Instead, we employ one of various means afforded by
our natural language. The negation of

� I am satisfied with your explanation.
is

� I am not satisfied with your explanation.
The statement

� All of the committee members supported the decision.
has various negations:

� Not all of the committee members supported the decision.
� At least one of the committee members did not support the deci-

sion.
� At least one of the committee members opposed the decision.

The following is not a correct negation. Why not?
� All of the committee members did not support the decision.

At this point we might try to combine the negation not with the con-
junction and or the disjunction or. We compute the truth table of “not(A
and B),” as follows:

A B A and B not(A and B)
t t t f
t f f t
f t f t
f f f t

Next, we observe that “not(A) or not(B)” has the same truth table as
“not(A and B)” (i.e., defines the same function from ft; f g � ft; f g to
ft; f g).

A B not(A) not(B) not(A) or not(B)
t t f f f
t f f t t
f t t f t
f f t t t
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We say that two statement formulas such as “not(A and B)” and “not(A)
or not(B)” are logically equivalent if they have the same truth table; when
we substitute actual statements for A and B in the logically equivalent
statement formulas, we end up with two composite statements with ex-
actly the same meaning.

Exercise A.1. Check similarly that “not(A or B)” is logically equivalent
to “not(A) and not(B).” Also verify that “not(not(A))” is equivalent to A.

A.2.4. The Implication If. . . Then

Next, we consider the implication
� If A, then B.

or
� A implies B.

We define “if A, then B” to mean “not(A and not(B)),” or, equivalently,
“not(A) or B”; this is fair enough, since we want “if A, then B” to mean
that one cannot have A without also having B. The negation of “A implies
B” is thus “A and not(B).”

Exercise A.2. Write out the truth table for “A implies B” and for its nega-
tion.

Exercise A.3. Sometimes students jump to the conclusion that “A implies
B” is equivalent to one or another of the following: “A and B,” “B implies
A,” or “not(A) implies not(B).” Check that in fact “A implies B” is not
equivalent to any of these by writing out the truth tables and noticing the
differences.

Exercise A.4. However, “A implies B” is equivalent to its contrapositive
“not(B) implies not(A).” Write out the truth tables to verify this.

Exercise A.5. Verify that “A implies (B implies C)” is logically equivalent
to “(A and B) implies C.”

Exercise A.6. Verify that “A or B” is equivalent to “not(A) implies B.”

Often a statement of the form “A or B” is most conveniently proved by
assuming A does not hold and proving B.

The use of the connectives and, or, and not in logic and mathemat-
ics coincides with their use in everyday language, and their meaning is
clear. Since “if. . . then” has been defined in terms of these other connec-
tives, its meaning ought to be just as clear. However, the use of “if. . . then”
in everyday language often differs (somewhat subtly) from that prescribed
here, and we ought to clarify this by looking at an example. Sentences us-
ing “if. . . then” in everyday speech frequently concern the uncertain future,
for example, the sentence
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.�/ If it rains tomorrow, our picnic will be ruined.
At first glance, “if. . . then” seems to be used here with the prescribed mean-
ing:

� It is not true that it will rain tomorrow without our picnic being
ruined.

However, we notice something amiss when we form the negation. (When
we are trying to understand an assertion, it is often helpful to consider the
negation.) According to our prescription, the negation ought to be

� It will rain tomorrow, and our picnic will not be ruined.
However, the actual negation of the sentence .�/ ought to comment on the
consequences of the weather without predicting the weather:

.��/ It is possible that it will rain tomorrow, and our picnic will not
be ruined.

What is going on here? Any sentence about the future must at least
implicitly take account of uncertainty; the purpose of the original sentence
.�/ is to deny uncertainty, by issuing an absolute prediction:

� Under all circumstances, if it rains tomorrow, our picnic will be
ruined.

The negation .��/ readmits uncertainty.
The preceding example is distinctly nonmathematical, but actually

something rather like this also occurs in mathematical usage of “if. . . then”.
Very frequently, “if. . . then” sentences in mathematics also involve the uni-
versal quantifier “for every.”

� For every x, if x ¤ 0, then x2 > 0:
Often the quantifier is only implicit; we write instead

� If x ¤ 0, then x2 > 0:
The negation of this is not

� x ¤ 0 and x2 � 0,
as we would expect if we ignored the (implicit) quantifier. Because of the
quantifier, the negation is actually

� There exists an x such that x ¤ 0 and x2 � 0:

Quantifiers and the negation of quantified statements are discussed more
thoroughly in the next section.

Here are a few commonly used logical expressions:
� “A if B” means “B implies A.”
� “A only if B” means “A implies B.”
� “A if, and only if, B” means “A implies B, and B implies A.”
� Unless means “if not,” but if not is equivalent to “or.” (Check

this!)
� Sometimes but is used instead of and for emphasis.
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A.3. Quantifiers
We now turn to a more systematic discussion of quantifiers. Frequently,
statements in mathematics assert that all objects of a certain type have a
property, or that there exists at least one object with a certain property.

A.3.1. Universal Quantifier
A statement with a universal quantifier typically has the form

� For all x, P.x/,
where P.x/ is a predicate containing the variable x. Here are some exam-
ples:

� For every x, if x ¤ 0, then x2 > 0:
� For each f , if f is a differentiable real valued function on R,

then f is continuous.
I have already mentioned that it is not unusual to omit the important

introductory phrase “for all.” When the variable x has not already been
specified, a sentence such as

� If x ¤ 0, then x2 > 0:
is conventionally interpreted as containing the universal quantifier. An-
other usual practice is to include part of the hypothesis in the introductory
phrase, thus limiting the scope of the variable:

� For every nonzero x, the quantity x2 is positive.
� For every f W R ! R, if f is differentiable, then f is continu-

ous.
It is actually preferable style not to use a variable at all, when this is possi-
ble:

� The square of a nonzero real number is positive.
Sometimes the validity of a quantified statement may depend on the

context. For example,
� For every x, if x ¤ 0, then x2 > 0:

is a true statement if it has been established by context that x is a real
number, but false if x is a complex number. The statement is meaningless
if no context has been established for x.

A.3.2. Existential Quantifier
Statements containing the existential quantifier typically have the

form
� There exists an x such that P.x/,

where P.x/ is a predicate containing the variable x. Here are some exam-
ples.
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� There exists an x such that x is positive and x2 D 2:

� There exists a continuous function f W .0; 1/ ! R that is not
bounded.

A.3.3. Negation of Quantified Statements
Let us consider how to form the negation of sentences containing quan-

tifiers. The negation of the assertion that every x has a certain property is
that some x does not have this property; thus the negation of

� For every x, P.x/:
is

� There exists an x such that not P.x/:
Consider the preceding examples of (true) statements containing universal
quantifiers; their (false) negations are

� There exists a nonzero x such that x2 � 0:

� There exists a function f W R ! R such that f is differentiable
and f is not continuous.

Similarly, the negation of a statement
� There exists an x such that P.x/:

is
� For every x, not P.x/:

Consider the preceding examples of (true) statements containing existen-
tial quantifiers; their (false) negations are

� For every x, x � 0 or x2 ¤ 2:

� For every function f W .0; 1/ ! R, if f is continuous, then f is
bounded.

These examples require careful thought; you should think about them until
they become absolutely clear.

The various logical elements that we have discussed can be combined
as necessary to express complex concepts. An example that is familiar
to you from your calculus course is the definition of “the function f is
continuous at the point y”:

� For every � > 0, there exists a ı > 0 such that (for all x/ if
jx � yj < ı, then jf .x/ � f .y/j < �:

Exercise A.7. Form the negation of this statement.

A.3.4. Order of Quantifiers
It is important to realize that the order of universal and existential

quantifiers cannot be changed without utterly changing the meaning of the
sentence. This is a true sentence:

� For every integer n, there exists an integer m such that m > n:
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This is a false sentence, obtained by reversing the order of the quantifiers:
� There exists an integer m such that for every integer n, m > n:

A.4. Deductions
Logic concerns not only statements but also deductions. Basically there is
only one rule of deduction:

� If A, then B . A. Therefore B:
For quantified statements this takes the form

� For all x, if A.x/, then B.x/. A.˛/. Therefore B.˛/:
Here is an example:

� Every subgroup of an abelian group is normal. Z is an abelian
group, and 3Z is a subgroup. Therefore, 3Z is a normal sub-
group of Z.

If you don’t know (yet) what this means, it doesn’t matter: You don’t have
to know what it means in order to appreciate its form. Here is another
example of exactly the same form:

� Every car will eventually end up as a pile of rust. Kathryn’s
Miata is a car. Therefore, it will eventually end up as a pile of
rust.

As you begin to read proofs, you should look out for the verbal varia-
tions that this one form of deduction takes and make note of them for your
own use.

Most statements requiring proof are “if. . . then” statements. To prove
“if A, then B,” we have to assume A, and prove B under this assumption.
To prove “For all x, A.x/ implies B.x/,” we assume that A.˛/ holds for a
particular (but arbitrary) ˛, and prove B.˛/ for this particular ˛: There are
many examples of such proofs in the main text.
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APPENDIX B

Almost Enough about Sets
This is an essay on the language of sets. As with logic, we treat the subject
of sets in an intuitive fashion rather than as an axiomatic theory.

A set is a collection of (mathematical) objects. The objects contained
in a set are called its elements. We write x 2 A if x is an element of the
set A. Very small sets can be specified by simply listing their elements, for
example, A D f1; 5; 7g. For sets A and B , we say that A is contained in
B , and we write A � B if each element of A is also an element of B . That
is, if x 2 A, then x 2 B . (Because of the implicit universal quantifier, the
negation of this is that there exists an element of A that is not an element
of B .)

Two sets are equal if they contain exactly the same elements. This
might seem like a quite stupid thing to mention, but in practice, we often
have two quite different descriptions of the same set, and we have to do
a lot of work to show that the two sets contain the same elements. To do
this, it is often convenient to show that each is contained in the other. That
is, A D B if, and only if, A � B and B � A.

Subsets of a given set are frequently specified by a property or pred-
icate; for example, fx 2 R W 1 � x � 4g denotes the set of all real
numbers between 1 and 4. Note that set containment is related to log-
ical implication in the following fashion: If a property P.x/ implies a
property Q.x/, then the set corresponding to P.x/ is contained in the set
corresponding to Q.x/. For example, x < �2 implies that x2 > 4, so
fx 2 R W x < �2g � fx 2 R W x2 > 4g.

The intersection of two sets A and B , written A \ B , is the set of
elements contained in both sets. A \ B D fx W x 2 A and x 2 Bg.
Note the relation between intersection and the logical conjunction. If A D

fx 2 C W P.x/g and B D fx 2 C W Q.x/g, then A \ B D fx 2 C W

P.x/ and Q.x/g.
The union of two sets A and B , written A [ B , is the set of elements

contained in at least one of the two sets. A [ B D fx W x 2 A or x 2

Bg. Set union and the logical disjunction are related as are set intersection

530
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and logical conjunction. If A D fx 2 C W P.x/g and B D fx 2 C W

Q.x/g, then A [ B D fx 2 C W P.x/ or Q.x/g.
Given finitely many sets—for example, five sets A;B;C;D;E—we

similarly define their intersectionA \B \ C \ D \ E to consist of those
elements that are in all of the sets, and the union A [ B [ C [ D [ E

to consist of those elements that are in at least one of the sets.
There is a unique set with no elements at all, called the empty set, or

the null set, and usually denoted ;.

Proposition B.1. The empty set is a subset of every set.

Proof. Given an arbitrary set A, we have to show that ; � A; that is, for
every element x 2 ;, we have x 2 A. The negation of this statement is
that there exists an element x 2 ; such that x 62 A. But this negation is
false, because there are no elements at all in ;! So the original statement
is true. n

If the intersection of two sets is the empty set, we say that the sets are
disjoint, or nonintersecting.

Here is a small theorem concerning the properties of set operations.

Proposition B.2. For all sets A;B;C ,
(a) A [ A D A, and A \ A D A.
(b) A [ B D B [ A, and A \ B D B \ A.
(c) .A[B/[C D A[B [C D A[ .B [C/, and .A\B/\C D

A \ B \ C D A \ .B \ C/.
(d) A \ .B [ C/ D .A \ B/ [ .A \ C/, and A [ .B \ C/ D

.A [ B/ \ .A [ C/.

The proofs are just a matter of checking definitions.

Given two sets A and B , we define the relative complement of B in A,
denoted A n B , to be the elements of A that are not contained in B . That
is, A n B D fx 2 A W x 62 Bg.

In general, all the sets appearing in some particular mathematical dis-
cussion are subsets of some “universal” set U ; for example, we might be
discussing only subsets of the real numbers R. (However, there is no uni-
versal set once and for all, for all mathematical discussions; the assumption
of a “set of all sets” leads to contradictions.) It is customary and conve-
nient to use some special notation such as C.B/ for the complement of B
relative to U , and to refer to C.B/ D U n B simply as the complement of
B . (The notation C.B/ is not standard.)

Exercise B.1. Show that the sets A \ B and A n B are disjoint and have
union equal to A.
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Exercise B.2 (de Morgan’s laws). For any sets A and B , show that

C.A [ B/ D C.A/ \ C.B/;

and
C.A \ B/ D C.A/ [ C.B/:

Exercise B.3. For any sets A and B , show that A n B D A \ C.B/.

Exercise B.4. For any sets A and B , show that

.A [ B/ n .A \ B/ D .A n B/ [ .B n A/:

Another important construction with sets is the Cartesian product. For
any two sets A and B , an ordered pair of elements .a; b/ is just a list with
two items, the first from A and the second from B . The Cartesian product
A � B is the set of all such pairs. Order counts, and A � B is not the
same as B �A, unless of course A D B . (The Cartesian product is named
after Descartes, who realized the possibility of coordinatizing the plane as
R � R.)

We recall the notion of a function from A to B and some terminology
regarding functions that is standard throughout mathematics. A function
f from A to B is a rule that gives for each “input” a 2 A an “outcome”
f .a/ 2 B . More formally, a function is a subset of A � B that contains
for each element a 2 A exactly one pair .a; b/; the subset contains .a; b/
if, and only if, b D f .a/. A is called the domain of the function, B the
codomain, f .a/ is called the value of the function at a, and the set of all
values, ff .a/ W a 2 Ag, is called the range of the function. In general, the
range is only a subset of B; a function is said to be surjective, or onto, if
its range is all of B; that is, for each b 2 B , there exists an a 2 A, such
that f .a/ D b. Figure B.1 exhibits a surjective function.

Figure B.1. A surjection.
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A function f is said to be injective, or one to one, if for each two
distinct elements a and a0 in A, we have f .a/ ¤ f .a0/. Equivalently,
f .a/ D f .a0/ implies that a D a0. Figure B.2 displays an injective and a
noninjective function.

Figure B.2. Injective and noninjective functions.

Finally, f is said to be bijective if it is both injective and surjective. A
bijective function (or bijection) is also said to be a one to one correspon-
dence between A and B , since it matches up the elements of the two sets
one to one. When f is bijective, there is an inverse function f �1 defined
by f �1.b/ D a if, and only if, f .a/ D b. Figure B.3 displays a bijective
function.

2

3

4

5

1 1

2

3

4

5

Figure B.3. A bijection.

If f W X ! Y is a function and A is a subset of X , we write f .A/ for
ff .a/ W a 2 Ag Thus y 2 f .A/ if, and only if, there exists an a 2 A such
that f .a/ D y. We refer to f .A/ as the image of A under f . (In effect,
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we are using f to define a new function from the set of subsets of X to the
set of subsets of Y .)

If B is a subset of Y , we write f �1.B/ for fx 2 X W f .x/ 2 Bg. We
refer to f �1.B/ as the preimage of B under f . Note that this makes sense
whether or not the function f is invertible, and the notation f �1.B/ is not
supposed to suggest that the function f is invertible. If f happens to be
invertible, then f �1.B/ D ff �1.b/ W b 2 Bg.

Exercise B.5. Let f W X ! Y be a function, and letE and F be subsets of
X . Show that f .E/[f .F / D f .E[F /. Also, show that f .E/\f .F / �

f .E \ F /; give an example to show that we can have strict containment.

Exercise B.6. Let f W X ! Y be a function, and let E and F be subsets
of Y . Show that f �1.E/ [ f �1.F / D f �1.E [ F /. Also, show that
f �1.E/ \ f �1.F / D f �1.E \ F /. Finally, show that f �1.E n F / D

f �1.E/ n f �1.F /.

B.1. Families of Sets; Unions and Intersections
The elements of a set can themselves be sets! This is not at all an unusual
situation in mathematics. For example, for each natural number nwe could
take the set Xn D fx W 0 � x � ng and consider the collection of all of
these sets Xn, which we call F . Thus, F is a set whose members are
sets. In order to at least try not to be confused, we often use words such as
collection or family in referring to a set whose elements are sets.

Given a family F of sets, we define the union of F , denoted [F , to
be the set of elements that are contained in at least one of the members of
F ; that is,

[F D fx W there exists A 2 F such that x 2 Ag:

Similarly, the intersection of the family F , denoted \F , is the set of ele-
ments that are contained in every member of F ; that is,

\F D fx W for every A 2 F ; x 2 Ag:

In the example we have chosen, F is an indexed family of sets, indexed
by the natural numbers; that is, F consists of one set Xn for each natural
number n. For indexed families we often denote the union and intersection
as follows:

[F D

[
n2N

Xn D

1[
nD1

Xn

and

\F D

\
n2N

Xn D

1\
nD1

Xn:
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It is a fact, perhaps obvious to you, that
S
n2N Xn is the set of all nonneg-

ative real numbers, whereas
T
n2N Xn D X1.

B.2. Finite and Infinite Sets
I include here a brief discussion of finite and infinite sets. I assume an
intuitive familiarity with the natural numbers N D f1; 2; 3; : : : g. A set S
is said to be finite if there is some natural number n and a bijection between
S and the set f1; 2; : : : ; ng. A set is infinite otherwise. A set S is said to
be countably infinite if there is a bijection between S and the set of natural
numbers. A set is said to be countable if it is either finite or countably
infinite. Enumerable or denumerable are synonyms for countable. (Some
authors prefer to make a distinction between denumerable, which they take
to mean “countably infinite,” and countable, which they use as we have.) It
is a bit of a surprise to most people that infinite sets come in different sizes;
in particular, there are infinite sets that are not countable. For example,
using the completeness of the real numbers, we can show that the set of
real numbers is not countable.

It is clear that every set is either finite or infinite, but it is not al-
ways possible to determine which. For example, it is pretty easy to show
that there are infinitely many prime numbers, but it is unknown at present
whether there are infinitely many twin primes, that is, successive odd num-
bers, such as 17 and 19, both of which are prime. Let us observe that al-
though the even natural numbers 2N D f2; 4; 6; : : : g, the natural numbers
N, and the integers Z D f0;˙1;˙2; : : : g satisfy

2N � N � Z;

and no two of the sets are equal, they all are countable sets, so all have
the same size or cardinality. Two sets are said to have the same cardinality
if there is a bijection between them. One characterization of infinite sets
is that a set is infinite if, and only if, it has a proper subset with the same
cardinality.

If there exists a bijection from a set S to f1; 2; : : : ; ng, we say the
cardinality of S equals n, and write jS j D n. (It cannot happen that there
exist bijections from S to both f1; 2; : : : ; ng and f1; 2; : : : ; mg for n ¤ m.)

Here are some theorems about finite and infinite sets that we will not
prove here.

Theorem B.3. A subset of a finite set is finite. A subset of a countable
set is countable. A set S is countable if, and only if, there is an injective
function with domain S and range contained in N.
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Theorem B.4. A union of finitely many finite sets is finite. A union of
countably many countable sets is countable.

Using this result, we see that the rational numbers Q D fa=b W a; b 2

Z; b ¤ 0g is a countable set. Namely, Q is the union of the sets
A1 D Z

A2 D .1=2/Z D f0;˙1=2;˙2=2;˙3=2 : : : g

: : :

An D .1=n/Z D f0;˙1=n;˙2=n;˙3=n : : : g

: : : ;

each of which is countably infinite.
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APPENDIX C

Induction

C.1. Proof by Induction
Suppose you need to climb a ladder. If you are able to reach the first rung
of the ladder and you are also able to get from any one rung to the next,
then there is nothing to stop you from climbing the whole ladder. This is
called the principle of mathematical induction.

Mathematical induction is often used to prove statements about the
natural numbers, or about families of objects indexed by the natural num-
bers. Suppose that you need to prove a statement of the form

� For all n 2 N; P.n/,

where P.n/ is a predicate. Examples of such statements are

� For all n 2 N, 1C 2C � � � C n D .n/.nC 1/=2.
� For all n and for all permutations � 2 Sn, � has a unique de-

composition as a product of disjoint cycles. (See Section 1.5.)

To prove that P.n/ holds for all n 2 N, it suffices to show that P.1/ holds
(you can reach the first rung) and that whenever P.k/ holds, then also
P.k C 1/ holds (you can get from any one rung to the next). Then P.n/
holds for all n (you can climb the whole ladder).

Principle of Mathematical Induction. For the statement “For all n 2 N,
P.n/” to be valid, it suffices that

1. P.1/, and
2. For all k 2 N, P.k/ implies P.k C 1/.

To prove that “For all k 2 N, P.k/ implies P.k C 1/,” you have to
assume P.k/ for a fixed but arbitrary value of k and prove P.kC1/ under
this assumption. This sometimes seems like a big cheat to beginners, for
we seem to be assuming what we want to prove, namely, that P.n/ holds.
But it is not a cheat at all; we are just showing that it is possible to get from
one rung to the next.

537
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As an example we prove the identity

P.n/ W 1C 2C � � � C n D .n/.nC 1/=2

by induction on n. The statement P.1/ reads

1 D .1/.2/=2;

which is evidently true. Now, we assume P.k/ holds for some k, that is,

1C 2C � � � C k D .k/.k C 1/=2;

and prove that P.k C 1/ also holds. The assumption of P.k/ is called the
induction hypothesis. Using the induction hypothesis, we have

1C 2C � � � C kC .kC 1/ D .k/.kC 1/=2C .kC 1/ D
.k C 1/

2
.kC 2/;

which is P.k C 1/. This completes the proof of the identity.
The principle of mathematical induction is equivalent to the following

principle:

Well–Ordering Principle. Every nonempty subset of the natural numbers
has a least element.

Another form of the principle of mathematical induction is the follow-
ing:

Principle of Mathematical Induction, 2nd Form. For the statement “For
all n 2 N;P.n/” to be valid, it suffices that:

1. P.1/, and
2. For all k 2 N, if P.r/ for all r � k, then also P.k C 1/.

The two forms of the principle of mathematical induction and the
well–ordering principle are all equivalent statements about the natural num-
bers. That is, assuming any one of these principles, we can prove the other
two. The proof of the equivalence is somewhat more abstract than the ac-
tual subject matter of this course, so I prefer to omit it. When you have
more experience with doing proofs, you may wish to provide your own
proof of the equivalence.

C.2. Definitions by Induction
It is frequently necessary or convenient to define some sequence of objects
(numbers, sets, functions, ...) inductively or recursively. That means the
nth object is defined in terms of the first n � 1 objects (i.e., in terms of
all of the objects preceding the nth), instead of there being a formula or
procedure which tells you once and for all how to define the nth object. For
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example, the sequence of Fibonacci numbers is defined by the recursive
rule:

f1 D f2 D 1 fn D fn�1 C fn�2 for n � 3:

The well–ordering principle, or the principle of mathematical induc-
tion, implies that such a rule suffices to define fn for all natural numbers
n. For f1 and f2 are defined by an explicit formula (we can get to the first
rung), and if f1; : : : ; fk have been defined for some k, then the recursive
rule fkC1 D fk C fk�1 also defines fkC1 (we can get from one rung to
the next).

Principle of Inductive Definition. To define a sequence of objectsA1; A2; : : :
it suffices to have

1. A definition of A1
2. For each k 2 N, a definition of AkC1 in terms of fA1; : : : ; Akg

Here is an example relevant to this course: Suppose we are working in a
system with an associative multiplication (perhaps a group, perhaps a ring,
perhaps a field). Then, for an element a, we can define an for n 2 N by
the recursive rule: a1 D a and for all k 2 N, akC1 D aka.

Here is another example where the objects being defined are intervals
in the real numbers. The goal is to compute an accurate approximation to
p
7. We define a sequence of intervals An D Œan; bn� with the properties

1. bn � an D 6=2n,
2. AnC1 � An for all n 2 N, and
3. a2n < 7 and b2n > 7 for all n 2 N.

Define A1 D Œ1; 7�. If A1; : : : ; Ak have been defined, let ck D .ak C

bk/=2. If c2
k
< 7, then define AkC1 D Œck; bk�. Otherwise, define Ak D

Œak; ck�. (Remark that all the numbers ak; bk; ck are rational, so it is never
true that c2

k
D 7.) You should do a proof (by induction) that the sets

An defined by this procedure do satisfy the properties just listed. This
example can easily be transformed into a computer program for calculating
the square root of 7.

C.3. Multiple Induction
Let a be an element of an algebraic system with an associative multiplica-
tion (a group, a ring, a field). Consider the problem of showing that, for all
natural numbers m and n, aman D amCn. It would seem that some sort
of inductive procedure is appropriate, but two integer variables have to be
involved in the induction. How is this to be done? Let P.m; n/ denote the
predicate “aman D amCn.” To establish that for all m; n 2 N; P.m; n/, I
claim that it suffices to show that

(1) P.1; 1/.
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(2) For all r; s 2 N if P.r; s/ holds, then P.r C 1; s/ holds.
(3) For all r; s 2 N if P.r; s/ holds, then P.r; s C 1/ holds.

To justify this intuitively, we have to replace our image of a ladder with the
grid of integer points in the quarter-plane, f.m; n/ W m; n 2 Ng. Showing
P.1; 1/ gets us onto the grid. Showing (2) allows us to get from any point
on the grid to the adjacent point to the right, and showing (3) allows us
to get from any point on the grid to the adjacent point above. By taking
steps to the right and up from .1; 1/, we can reach any point on the grid, so
eventually P.m; n/ can be established for any .m; n/.

As intuitive as this picture may be, it is not entirely satisfactory, be-
cause it seems to require a new principle of induction on two variables.
And if we needed to do an induction on three variables, we would have to
invent yet another principle. It is more satisfactory to justify the procedure
by the principle of induction on one integer variable.

To do this, it is useful to consider the following very general situation.
Suppose we want to prove a proposition of the form “for all t 2 T; P.t/,”
where T is some set and P is some predicate. Suppose T can be written
as a union of sets T D

S1
1 Tk , where .Tk/ is an increasing sequence of

subsets T1 � T2 � T3 : : : . According to the usual principle of induction,
it suffices to show

(a) For all t 2 T1; P.t/, and
(b) For all k 2 N, if P.t/ holds for all t 2 Tk , then also P.t/ holds

for all t 2 TkC1.

In fact, this suffices to show that for all n 2 N, and for all t 2 Tn; P.t/.
But since each t 2 T belongs to some Tn, P.t/ holds for all t 2 T .

Now, to apply this general principle to the situation of induction on
two integer variable, we take T to be the set f.m; n/ W m; n 2 Ng. There
are various ways in which we could choose the sequence of subsets Tk; for
example we can take Tk D f.m; n/ W m; n 2 N and m � kg. Now, sup-
pose we have a predicate P.m; n/ for which we can prove the following:

(1) P.1; 1/
(2) For all r; s 2 N if P.r; s/ holds then P.r C 1; s/ holds.
(3) For all r; s 2 N if P.r; s/ holds then P.r; s C 1/ holds.

Using (1) and (3) and induction on one variable, we can conclude that
P.1; n/ holds for all n 2 N; that is, P.m; n/ holds for all .m; n/ 2 T1.
Now, fix k 2 N, and suppose that P.m; n/ holds for all .m; n/ 2 Tk , that
is, whenever m � k. Then, in particular, P.k; 1/ holds. It then follows
from (2) that P.k C 1; 1/ holds. Now, from this and (3) and induction on
one variable, it follows that P.k C 1; n/ holds for all n 2 N. But then
P.m; n/ holds for all .m; n/ in Tk [ f.k C 1; n/ W n 2 Ng D TkC1. Thus,
we can prove (a) and (b) for our sequence Tk .
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Exercise C.1. Define Tk D f.m; n/ W m; n 2 N; m � k; and n � kg.
Show how statements (1) through (3) imply (a) and (b) for this choice of
Tk .

Exercise C.2. Let a be a real number (or an element of a group, or an
element of a ring). Show by induction on two variables that aman D amCn

for all m; n 2 N.
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APPENDIX D

Complex Numbers
In this appendix, we review the construction of the complex numbers from
the real numbers. As you know, the equation x2 C 1 D 0 has no solution
in the real numbers. However, it is possible to construct a field containing
R by appending to R a solution of this equation.

To begin with, consider the set C of all formal sums a C bi , where a
and b are in R and i is just a symbol. We give this set the structure of a
two–dimensional real vector space in the obvious way: Addition is defined
by .aC bi/C .a0 C b0i/ D .aC a0/C .b C b0/i and multiplication with
real scalars by ˛.aC bi/ D ˛aC ˛bi .

Next, we try to define a multiplication on C in such a way that the dis-
tributive law holds and also i2 D �1, and i˛ D ˛i . These requirements
force the definition: .a C bi/.c C di/ D .ac � bd/C .ad C bc/i . Now
it is completely straightforward to check that this multiplication is com-
mutative and associative, and that the distributive law does indeed hold.
Moreover, .a C 0i/.c C di/ D ac C adi , so multiplication by .a C 0i/

coincides with scalar multiplication by a 2 R. In particular, 1 D 1 C 0i

is the multiplicative identity in C, and we can identify R with the set of
elements aC 0i in C.

To show that C is a field, it remains only to check that nonzero ele-
ments have multiplicative inverses. It is straightforward to compute that

.aC bi/.a � bi/ D a2 C b2 2 R:

Hence, if not both a and b are zero, then

.aC bi/.
a

.a2 C b2/
�

b

.a2 C b2/
i/ D 1:

It is a remarkable fact that every polynomial with complex coefficients
has a complete set of roots in C; that is, every polynomial with complex co-
efficients is a product of linear factors x�˛. This theorem is due to Gauss
and is often know as the fundamental theorem of algebra. All proofs of this
theorem contain some analysis, and the most straightforward proofs in-
volve some complex analysis; you can find a proof in any text on complex
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analysis. In general, a fieldK with the property that every polynomial with
coefficients in K has a complete set of roots in K is called algebraically
closed.

For any complex number z D a C bi 2 C, we define the complex
conjugate of z by Nz D a � bi , and the modulus of z by jzj D

p
a2 C b2.

Note that z Nz D jzj2, and z�1 D Nz=jzj2. The real part of z, denoted <z, is
a D .zC Nz/=2, and the imaginary part of z, denoted =z is b D .z� Nz/=2i .
(Note that the imaginary part of z is a real number, and z D <z C i=z.)

If z D aCbi is a complex number with modulus 1 (that is, a2Cb2 D

1), then there is a real number t such that a D cos t and b D sin t ; t is
determined up to addition of an integer multiple of 2� .

Exercise D.1. Consider two complex numbers of modulus 1, namely, cos tC
i sin t and cos s C i sin s. Use trigonometric identities to verify that

.cos t C i sin t /.cos s C i sin s/ D cos.s C t /C i sin.s C t /:

We introduce the notation eit D cos t C i sin t ; then the result of the
previous exercise is eiteis D ei.tCs/.

For any complex number z, z=jzj has modulus 1, so is of the form eit

for some t . Therefore, z itself can be written in the form z D jzj.z=jzj/ D

jzjeit .

Exercise D.2. Write 5 � 3i in the form reit , where r > 0 and t 2 R.

The form z D reit for a complex number is called the polar form.
Multiplication of two complex numbers written in polar form is particu-
larly easy to compute: r1eitr2eis D r1r2e

i.sCt/. It follows from this that
for complex numbers z1 and z2, we have jz1z2j D jz1jjz2j.

For a complex number z D reit , we have zn D rneint .

Exercise D.3. Show that a complex number z satisfies zn D 1 if, and only
if, z 2 fei2�k=n W 0 � k � n � 1g: Such a complex number is called an
nth root of unity.
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APPENDIX E

Review of Linear Algebra

E.1. Linear algebra in Kn

This appendix provides a quick review of linear algebra. We let K denote
one of the fields Q, R, or C. Kn is the set of n-tuples of elements of

K, viewed as column vectors x D

26664
x1
x2
:::

xn

37775 : The set Kn has two opera-

tions, component-by-component addition of vectors, and multiplication of
a vector by a “scalar” in K,

26664
x1
x2
:::

xn

37775C

26664
y1
y2
:::

yn

37775 D

26664
x1 C y1
x2 C y2

:::

xn C yn

37775 ; and ˛

26664
x1
x2
:::

xn

37775 D

26664
˛x1
˛x2
:::

˛xn

37775 :

The zero vector 0, with all components equal to zero, is the identity for
addition of vectors.

Definition E.1. A linear combination of set S of vectors is any vector of
the form ˛1v1 C ˛2v2 C � � � C ˛svs , where for all i , ˛i 2 K and vi 2 S .
The span of S is the set of all linear combinations of S. We denote the span
of S by span.S/.

The span of the empty set is the set containing only the zero vector
f0g.

544
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Definition E.2. A set S vectors is linearly independent if for all natural

numbers s, for all ˛ D

264˛1:::
˛s

375 2 Ks , and for all sequences .v1; : : : vs/

of distinct vectors in S , if ˛1v1 C ˛2v2 C � � � C ˛svs D 0, then ˛ D 0.
Otherwise, S is linearly dependent.

Note that a linear independent set cannot contain the zero vector. The
empty set is linearly independent, since there are no sequences of its ele-
ments.

Definition E.3. A vector subspace or linear subspace V ofKn is a subset
that is closed under taking linear combinations. That is V is its own span.

Note that f0g and Kn are vector subspaces.

Definition E.4. Let V be a vector subspace ofKn. A subset of V is called
a basis of V if the set is linearly independent and has span equal to V .

The standard basis of Kn is the set

Oe1 D

26664
1

0
:::

0

37775 ; Oe2 D

26664
0

1
:::

0

37775 ; : : : ; Oen D

26664
0

0
:::

1

37775 :

Example E.5. Show that f

2411
1

35;
2412
5

35;
2442
7

35g is a basis of R3. We have to

show two things: that the set is linearly independent and that its span is
R3. (Actually, as we will observe a little later, it would suffice to prove
only one of these statements.) For linear independence, we have to show
that if

˛1

2411
1

35C ˛2

2412
5

35C ˛3

2442
7

35 D

2400
0

35; (E.1)

then all the ˛i equal zero. The vector equation (E.1) is equivalent to the
matrix equation 241 1 4

1 2 2

1 5 7

3524˛1˛2
˛3

35 D

2400
0:

35 (E.2)
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The matrix row reduces to the identity matrix

241 0 0

0 1 0

0 0 1

35, so the solution

set of (E.2) is the same as the solution set of241 0 0

0 1 0

0 0 1

3524˛1˛2
˛3

35 D

2400
0:

35 (E.3)

But this equation is equivalent to ˛1 D 0, ˛2 D 0, ˛3 D 0. This shows
that the given set of three vectors is linearly independent.

To show that the span of the given set of vectors is all of R3, we must

show that for every

24xy
z

35, there exist coefficients ˛1; ˛2; ˛3 such that

24xy
z

35 D ˛1

2411
1

35C ˛2

2412
5

35C ˛3

2442
7

35: (E.4)

The vector equation (E.4) is equivalent to the matrix equation24xy
z

35 D

241 1 4

1 2 2

1 5 7

3524˛1˛2
˛3

35: (E.5)

It suffices to solve this equation for each of the standard basis vectors
Oe1; Oe2; Oe3, for if each of these vectors is in the span, then all of R3 is
contained in the span. For example, solving the equation2410

0

35 D

241 1 4

1 2 2

1 5 7

3524˛1˛2
˛3

35 (E.6)

by row reduction gives

24˛1˛2
˛3

35 D .1=11/

24 4

�5

3

35. We proceed similarly for

Oe2; Oe3.

If fv1; : : : ; vsg is a basis of V , then every element of V can be written
as a linear combination of .v1; : : : ; vs/ in one and only one way. In gen-
eral, to find the coefficients of a vector with respect to a basis, we have to

solve a linear equation; for example, to write

24 2

�7

13

35 in terms of the basis
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f

2411
1

35;
2412
5

35;
2442
7

35g of the previous example, we have to solve the equation

24 2

�7

13

35 D ˛1

2411
1

35C ˛2

2412
5

35C ˛3

2442
7

35;
which is equivalent to the matrix equation24 2

�7

13

35 D

241 1 4

1 2 2

1 5 7

3524˛1˛2
˛3

35:
Definition E.6. A linear transformation or linear map from a vector sub-
space V � Kn to Km is a map T satisfying T .x C y/ D T .x/ C T .y/

for all x;y 2 V and T .˛x/ D ˛T .x/ for all ˛ 2 K and x 2 V .

The typical example of a linear transformation is given by matrix
multiplication: Let M be an m-by-n matrix (m rows, n columns); then
x 7!D Mx is a linear transformation from Kn to Km. If M 1; : : :M n

denote the columns of M , then

M

26664
x1
x2
:::

xn

37775 D x1M
1

C � � � xnM
n:

Thus Mx is a linear combination of the columns of M . In particular,
M Oej D M j for 1 � j � n. We will denote the linear transformation
x 7! Mx by TM .

To any linear transformation T W Kn ! Km, we can associate its
standard matrix ŒT �, which is the m-by-n matrix whose columns are

T . Oe1/; : : : ; T . Oen/. Then for any vector x D

264x1:::
xn

375 D
P
xi Oei , we have

T .x/ D T .
X

xi Oei / D

X
xiT . Oei / D

X
xi ŒT �

i
D ŒT �x: (E.7)

This is the defining property of the standard matrix: a matrix M is the
standard matrix of the linear transformation T if, and only if,Mx D T .x/

for all vectors x.
Denote the set of linear transformations fromKn toKm by HomK.Kn; Km/

and the set of m-by-n matrices over K by Matm;n.K/:
The correspondence between linear transformations and matrices has

the following important algebraic properties:
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Proposition E.7.
(a) ŒS C T � D ŒS� C ŒT �, and Œ˛T � D ˛ŒT �, for S; T 2

HomK.Kn; Km/ and ˛ 2 K.
(b) The standard matrix of the identity transformation on Kn is the

n-by-n identity matrix En, with 1’s on the diagonal and 0’s else-
where.

(c) For any m; n, the correspondence M 7! TM is a bijection be-
tween Matm;n.K/ and HomK.Kn; Km/.

(d) If S 2 HomK.Kn; Km/ and T 2 HomK.Km; K`/, then

ŒT ı S� D ŒT �ŒS�:

Proof. We leave it to the reader to check (a).
The identity matrix En has the property Enx D x for all x 2 KN , so

En is the standard matrix of the identity transformation on Kn.
SupposeM andM 0 are two matrices andMx D M 0x for all x 2 Kn.

Then, in particular M j D M Oej D M 0 Oej D .M 0/j for all j , so M D M 0.
Thus the map M 7! TM is injective. Given S 2 Homk.Kn; Km/, ŒS� has
the property that ŒS�x D S.x/ for all x 2 Kn; this means that TŒS� D S ,
so M 7! TM is surjective. This proves (c).

For (d), note that T ı S.x/ D T .S.x// D ŒT �S.x/ D ŒT �ŒS�x and
on the other hand, T ı S.x/ D ŒT ı S�x, for all x 2 Kn, by Equation
(E.7). n

Example E.8. Suppose a linear transformation T of R2 satisfies

T .

�
1

2

�
/ D

�
5

7

�
and T .

�
2

3

�
/ D

�
1

4

�
. Let’s compute the standard matrix

of T . To do so, we have to compute T . Oe1/, and T . Oe2/. This can be done

by expressing Oei as linear combinations of
�
1

2

�
and

�
2

3

�
. Thus we have to

solve

Oe1 D ˛1

�
1

2

�
C ˛2

�
2

3

�
D

�
1 2

2 3

� �
˛1
˛2

�
;

and

Oe2 D ˇ1

�
1

2

�
C ˇ2

�
2

3

�
D

�
1 2

2 3

� �
ˇ1
ˇ2

�
:

Solving these equations by row reduction gives�
˛1
˛2

�
D

�
�3

2

�
and

�
ˇ1
ˇ2

�
D

�
2

�1

�
:

Therefore,

T . Oe1/ D �3 T .

�
1

2

�
/C 2 T .

�
2

3

�
/ D �3

�
5

7

�
C 2

�
1

4

�
D

�
�13

�13

�
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and

T . Oe2/ D 2 T .

�
1

2

�
/ � 1 T .

�
2

3

�
/ D 2

�
5

7

�
� 1

�
1

4

�
D

�
9

10

�
:

Hence, the standard matrix of T is M D

�
�13 9

�13 10

�
. As a check, you

should verify that M
�
1

2

�
D T .

�
1

2

�
/ D

�
5

7

�
and M

�
2

3

�
D T .

�
2

3

�
/ D�

1

4

�
.

Definition E.9. The range of a linear transformation T W V ! Km is
fT .x/ W x 2 Kng.

The range of a linear transformation T W V ! Km is a vector subspace
of Km (Exercise E.2).

If T W Kn ! Km is linear, the range of T is the span of
fT . Oe1/; : : : ; T . Oen/g. In fact, any x 2 Kn can be written uniquely as a
linear combination x D

P
˛i Oei , and then we have T .x/ D

P
˛iT .ei /.

If M is the standard matrix of T , then the range of T is the span of the
columns of M .

Definition E.10. Let V be a vector subspace of Kn and let T W V ! Km

be a linear transformation. The kernel of T is fx 2 V W T .x/ D 0g.

For V a vector subspace of Kn, the kernel of a linear transformation
T W V ! Km is a vector subspace of Kn (Exercise E.2).

Exercise E.1. Complete the proof of Proposition E.7.

Exercise E.2. Let T W V ! Km be a linear transformation from a vector
subspace V of Kn to Km. Show that the kernel of T is a vector subspace
of Kn and that the range of T is a vector subspace of Km.

E.2. Bases and Dimension
The basic fact about finite–dimensional linear algebra is the following:

Theorem E.11. If m < n and T W Kn ! Km is a linear transformation,
then ker.T / ¤ f0g. That is, the kernel contains nonzero vectors.

Sketch of the proof. Consider the standard matrix M of T , which is
m-by-n. The kernel of T is the same as the set of solutions to the matrix
equation Mx D 0. Solving this equation by row reduction, and taking
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into account that the number or rows of the matrix is less than the number
of columns, we find that there exist nonzero solutions. n

Corollary E.12. If S is a subset of Kn of cardinality greater than n, then
S is linearly dependent.

Proof. Let .v1; : : : ; vnC1/ be a sequence of distinct vectors in S . Let A
be the n-by-nC 1 matrix with columns .v1; : : : ; vnC1/. Since the number
of columns of A is greater than the number of rows, the matrix equation
Aa D 0 has nonzero solutions. But that means that the columns of A are
linearly dependent. n

Corollary E.13. If s < n, then any set of s vectors inKn has span properly
contained in Kn.

Proof. Let fv1; : : : ; vsg be a set of s vectors. Form the matrix M that
has columns .v1; : : : ; vs/. The span of fv1; : : : ; vsg is the same as the set
fMx W x 2 Ksg. Suppose that the span is all of Kn.

Then, in particular, each of the standard basis elements Oej (1 � j � n)
is contained in the span, so there exists a solution aj to the matrix equation
Oej D Maj . Let A be the matrix whose columns are

�
a1; : : : ; an

�
, and let

E D En be the identity matrix, whose columns are . Oe1; : : : ; Oen/. Then we
have the matrix equation E D MA. Since A is s–by–n with s < n, there
exists a non-zero x such that Ax D 0. But then x D Ex D MAx D 0.

This is a contradiction, which resulted from the assumption that the
span of fv1; : : : ; vsg is equal to Kn. n

Corollary E.14. Every basis of Kn has exactly n elements.

Proof. Since the basis is linearly independent, it must have no more than
n elements. And since its span is all of Kn, it must have no fewer than n
elements. n

Lemma E.15. Let V be a vector subspace ofKn, and let S D fv1; : : : ; vsg

be a set of s distinct vectors in V .
(a) If S is linearly independent and the span of S is properly con-

tained in V , then there exists a vector v 2 V such that S [ fvg

is linearly independent.
(b) If the span of S is V , but S is linearly dependent, then there is a

j such that the set S n fvj g has span equal to V .
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Proof. For part (a): Since the span of S is properly contained in V , there
is a vector v 2 V that is not in the span. I claim that S [ fvg is linearly
independent. Let ˛1; : : : ; ˛s; ˇ satisfy .

Ps
iD1 ˛ivi /C ˇv D 0.

If ˇ ¤ 0, then we could solve for v, namely,

v D

sX
iD1

.�˛i=ˇ/vi ;

which would contradict that v is not in the span of S . Hence ˇ D 0. But
then we have

Ps
iD1 ˛ivi D 0, which implies that the remaining ˛i are

zero by the linear independence of S .
For part (b): If the set is linearly dependent, then for some j , the vector

vj can be written as a linear combination of the remaining vi ; in fact, ifP
i ˛ivi D 0, and j̨ ¤ 0, then vj D

P
i¤j .�˛i= j̨ /vi .

Then if a vector x is written as linear combination of .v1; : : : ; vs/, we
can substitute for vj the expression

P
i¤j .�˛i= j̨ /vi , and thus express x

as a linear combination of the sequence with vj removed. Hence the span
of S n fvj g is the same as the span of S . n

Call a set of vectors in V maximal linearly independent if it is linearly
independent and is not contained in a larger linearly independent set. Since
any linear independent set in V has no more than n elements, any linear
independent set is contained in a maximal linearly independent set. (If a
given linear independent set S is not already maximal, it is contained in
a larger linearly independent set S1. If S1 is not maximal, it is contained
in a larger linearly independent set S2, and so forth. But the process of
enlarging the linearly independent sets must stop after at most n stages, as
each of the Si has size no greater than n.)

According to part (a) of the lemma, a maximal linearly independent
set in V has span equal to V , and hence is a basis of V .

Call a set of vectors in V spanning if its span is equal to V . Call
it minimal spanning if its span is V and if no proper subset is spanning.
Note that every spanning set contains a finite spanning set. In fact, if S
is spanning, and fv1; : : : ; vtg is a basis of V , then for each j , vj can be
written as a linear combination of finitely many elements of S ; that is, vj
is in the span of a finite subset Sj of S . Then the finite set [jSj � S has
span containing all of the vj , hence equal to V . It follows that a minimal
spanning set is finite. Now, according to part (b) of the lemma, a minimal
spanning sequence in V is linearly independent, and hence a basis of V .

We have proved the following statement:
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Corollary E.16. Let V be a linear subspace of Kn.
(a) V has a basis, and any basis of V has no more than n elements.
(b) Any linearly independent set in V is contained in a basis of V .
(c) Any spanning set in V has a subset that is a basis of V .

Now let V be a nonzero vector subspace ofKn, and let fv1; : : : ; vsg be

a basis of V . We define a linear map T from Ks to V � Kn by

264˛1:::
˛s

375 7!

P
i ˛ivi . This map is one to one with range equal to V , by the definition

of a basis. Let T �1 be the inverse map, from V to Ks . You can check that
a set fx1; : : : ;xrg is a basis of V if, and only if, fT �1.x1/; : : : ; T

�1.xr/g

is a basis of Ks (Exercise E.3).

Corollary E.17. Any two bases of a vector subspace V of Kn have the
same cardinality. The cardinality of a basis is called the dimension of V .

Proof. If V is the zero subspace, then its unique basis is the empty set.
Thus f0g has dimension 0.

Assume that V is not the zero subspace, so any basis of V has car-
dinality greater than 0. If V has two bases of cardinality s and t , then
there exist invertible linear maps S W Ks ! V and T W Kt ! V .
Then T �1S W Ks ! Kt is an invertible linear map, which entails that
s D t . n

In the following, that a linear transformation T W Kn ! Km has a left
inverse means that there is a linear transformation L W Km ! Kn such
that L ı T D idKn . Similarly, that T has a right inverse means that there
is a linear transformation R W Km ! Kn such that T ı R D idKm . A
matrix has a left inverse if there is a matrix A such that AM D E, where
E denotes the identity matrix of the appropriate size. Similarly, M has a
right inverse if there is a matrix B such that MB D E.
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Proposition E.18. Let M be an n-by-n matrix over K, and let T be the
linear transformation of Kn given by multiplication by M . The following
conditions are equivalent:

(a) The columns of M are linearly independent.
(b) The columns of M have span equal to Kn.
(c) ker.T / D f0g.
(d) range.T / D Kn.
(e) T is a linear isomorphism.
(f) T has a left inverse.
(g) T has a right inverse.
(h) M is invertible.
(i) M has a left inverse.
(j) M has a right inverse.
(k) M t is invertible.
(l) The rows of M are linearly independent.

(m) The rows of M have span equal to Kn.

Proof. The equivalence of (a) and (b) follows from Corollaries E.14 and
E.16. For x 2 Kn, T .x/ D Mx is a linear combination of the columns of
M ; the columns are linearly independent if, and only if, T .x/ D Mx ¤ 0

for x ¤ 0; this gives the equivalence of (a) and (c). Points (b) and (d) are
equivalent since the range of T is the span of the columns of M . Thus we
have (a) ” (b) ” (c) ” (d).

Points (c) and (d) together imply (e), and (e) implies each of (c) and
(d), so (c) ” (d) ” (e).

If T has a left inverse, then T is injective. And if T is invertible, then
it has a left inverse. So we have (f) H)(c) H)(e) H)(f). Similarly (g)
H)(d) H)(e) H)(g).

We have (e) ” (h), (f) ” (i), and (g) ” (j), by Proposition
E.7.

Recall that the transposeM t of a matrixM is the matrix with rows and
columns switched. Transposition satisfies the identity .MN/t D N tM t ,
as follows by computation. Thus NM D E ” M tN t D Et D E,
which gives (h) ” (k). Finally, the implications (k) ” (l) ” (m)
amount to the implications (h) ” (a) ” (b) applied to M t in place
of M . n

Exercise E.3. Let V and W be linear subspaces of Kn and Km, and let
T W V ! W be an invertible linear map. Let S be a set of vectors in V .

(a) Show that the inverse map T �1 W W ! V is also linear.
(b) Show that S is linearly independent if, and only if, its image

T .S/ is linearly independent.
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(c) Show that S has span equal to V if, and only if, T .S/ has span
equal to W .

(d) Show that S is a basis of V if, and only if, T .S/ is a basis of W .

Exercise E.4. Show that if T W Ks ! Kt is an invertible linear map, then
s D t .

Exercise E.5. Verify that the empty set is the unique basis of f0g.

Exercise E.6. Let T W Kn ! Km be a linear map.
(a) Show that if T is injective, then m � n.
(b) Show that the dimension of the range of T is � n.
(c) Show that if T is surjective, then n � m.

E.3. Inner Product and Orthonormal Bases
The standard inner product on Rn is hx;yi D

P
i xiyi . The inner product

has the following properties:
1. For fixed y , the map x 7! hx;yi is linear; that is,

h˛1x1 C ˛2x2;yi D ˛1hx1;yi C ˛2hx2;yi

for all ˛1; ˛2 2 R and x1;x2;y 2 Rn.
2. hx;yi D hy;xi for all x;y 2 Rn.
3. hx;xi � 0 and hx;xi D 0 if, and only if x D 0.

We define the norm of x 2 Rn by jjxjj D hx;xi
1=2

D .
P
i x
2
i /
1=2.

The inner product satisfies the important Cauchy-Schwartz inequality, jhx;yij �

jjxjj jjyjj. The standard Euclidean distance function on Rn is defined by
d.x;y/ D jjx � yjj D .

P
i .xi � yi /

2/1=2.

Exercise E.7. Prove the Cauchy-Schwartz inequality, using the hint in the
text. Hint: Use the inequality

hx C ty;x C tyi � 0;

and minimize with respect to the real variable t , using calculus.)

We say that two vectors are orthogonal if their inner product is zero.
A set of vectors is said to be orthonormal if each vector in the set has norm
equal to one, and distinct vectors in the set are orthogonal. An orthonormal
set is always linearly independent. For if vi ; : : : ; vs are elements of an
orthonormal set and

P
i ˛ivi D 0, then for each j , we have 0 D h0; vj i D

h
P
i ˛ivi ; vj i D

P
i ˛i hvi ; vj i D j̨ . Hence an orthonormal set in Rn

never has more than n elements, and an orthonormal set with n elements
is a basis of Rn.

If S is any set of vectors, then the set of vectors orthogonal to every
vector in S , denoted S? is a subspace of Rn.
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It is very easy to find the expansion of a vector with respect to an
orthonormal basis. In fact, if fvi ; : : : ; vng is an orthonormal basis of Rn,
then for every x 2 Rn, we have x D

P
i hx; vi ivi . To see this, note

that y D x �
P
i hx; vi ivi is orthogonal to each vj , hence orthogonal to

every linear combination of the vj ’s, hence orthogonal to every vector in
Rn, since fvi ; : : : ; vng is a basis of Rn. But then y is orthogonal to itself,
hence zero.

There are plenty of orthonormal bases of Rn. In fact, let S D fa1; : : : ; asg

be any finite set of vectors. Let Sj D fa1; : : : ; aj g for j � s. Then we can
inductively define orthonormal sets Bj such that span.Bj / D span.Sj /
for each j . In particular, if S has span equal to Rn, then B D Bs is an
orthonormal basis of Rn. The inductive procedure (the Gram-Schmidt pro-
cedure) goes as follows. First, we can assume that the ai are all nonzero.
Put B1 D fa1=jja1jjg. If Bj is already defined, then put wj D ajC1 �P

v2Bj
hajC1; viv. Then wj is orthogonal to to Bj . If wj D 0, then put

BjC1 D Bj . Otherwise, put BjC1 D Bj [ fwj =jjwj jjg. In any case,
BjC1 is orthonormal. We can check without difficulty that span.BjC1/ D

span.SjC1/, assuming that span.Bj / D span.Sj /.

Exercise E.8. For any subset S of Rn, show that S? is a subspace of Rn.
Show that .S?/? D span.S/.

Exercise E.9. Say that Rn is the direct sum of vector subspaces M and
N , Rn D M ˚ N , if M C N D Rn and M \ N D f0g. Show that for
any subspace M of Rn, we have Rn D M ˚M?. Show that every vector
x 2 Rn has a unique decomposition x D x1 C x2, where x1 2 M and
x2 2 M?. Show that the map PM W x 7! x1 is well defined and linear,
with range M and with kernel M?, and that PM D PM ı PM .

Exercise E.10. LetM be a subspace ofRn. Show thatM has an orthonor-
mal basis.

Exercise E.11. Let M be a subspace of Rn, and let ff1; : : : ;fsg be an
orthonormal basis of M . Show that PM .x/ D

P
i hx;fi ifi .
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APPENDIX F

Models of Regular Polyhedra
To make the models of the regular polyhedra, copy the patterns on the
following pages onto heavy card stock (65– to 70–pound stock), using as
much magnification as possible. Then cut out the patterns (including the
grey glue tabs), and score them along the internal lines with a utility knife.
Glue them (using a slow-drying glue in order to give yourself time to adjust
the position). The patterns for the icosahedron and dodecahedron come in
two pieces, each of which makes one “hemisphere” of the polyhedron,
which you have to glue together.
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Figure F.1. Tetrahedron pattern.
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558 F. MODELS OF REGULAR POLYHEDRA

Figure F.2. Cube pattern.
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F. MODELS OF REGULAR POLYHEDRA 559

Figure F.3. Octahedron pattern.
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Figure F.4. Icosahedron top pattern.
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Figure F.5. Icosahedron bottom pattern.
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562 F. MODELS OF REGULAR POLYHEDRA

Figure F.6. Dodecahedron top pattern.
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Figure F.7. Dodecahedron bottom pattern.
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APPENDIX G

Suggestions for Further Study
The student who has worked his or her way through a substantial portion
of this text stands on the threshold of modern mathematics and has access
to many related topics.

Here are a few suggestions for further study.

First let me mention some algebra texts that you might use for collat-
eral study, as a source of additional exercises, or for additional topics not
discussed here:

Elementary:
� I. N. Herstein, Abstract Algebra, 3rd edition, Prentice Hall, 1996.
� T. Shifrin, Abstract Algebra , Prentice Hall, 1995.

More advanced:
� D. S. Dummit and R. M. Foote, Abstract Algebra, Prentice Hall,

1991.
� I. N. Herstein, Topics in Algebra, 2nd edition, John Wiley, 1975.
� M. Artin, Algebra, Prentice Hall, 1995.

Linear (and multilinear) algebra is one of the most useful topics in alge-
bra. For further study of mathematics and for applications of mathematics,
eventually you need a better knowledge of linear algebra than you gained
in your first course. For this you can look to

� S. Axler, Linear Algebra Done Right, Springer–Verlag, 1995.
� K. M. Hoffman and R. Kunze, Linear Algebra, 2nd edition, Pren-

tice Hall, 1971. 1971
� S. Lang, Linear Algebra, Springer–Verlag, 1987.

Both group theory and field theory have substantial contact with num-
ber theory. For an introduction to number theory, see

� G. Andrews, Number Theory, Dover Publications, 1994. (Origi-
nal edition, Saunders, 1971.)
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For a computational approach to polynomial rings in several variables
and algebraic geometry, there is a beautiful and accessible text:

� D. Cox, J. Little, and D. O’Shea, Ideals, Varieties and Algo-
rithms, Springer-Verlag, 1992.

For further study of group theory, my own preference is for the theory
of representations and applications. I recommend

� W. Fulton and J. Harris, Representation Theory, A First Course,
Springer-Verlag, 1991.

� B. Simon, Representations of Finite and Compact Groups, Amer-
ican Mathematical Society, 1996.

� S. Sternberg, Group Theory and Physics, Cambridge University
Press, 1994.

These books are quite challenging, but they are accessible with a knowl-
edge of this course, linear algebra, and undergraduate analysis.
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A n B , 529
A � B , 147
A1 � A2 � � � � � An, 150
Ax C b group, 136
Dn, 155
F �, 69
Gtor, 195
H � G, 92
K.x/, 270
KŒx; x�1�, 78
KŒx�, 44
Mtor, 380
N E G, 114
NG.H/, 239
R˚ S , 76
R � S , 76
R1 ˚R2 ˚ � � � ˚Rn, 268
SB , 169
Sn, 19
TM , 545
V �, 174
Œa�, 38
Aut.G/, 248
Aut.L/, 426
AutF .L/, 329
AutK.L/, 426
C, 44, 540
C�, 69
Cent.g/, 240
EndK.V /, 180, 185

EndR.M/, 348
Fix.H/, 331, 429
HomK.Kn; Km/, 545
HomK.V;W /, 173, 183
HomR.M;N /, 348
=z, 541
Int.G/, 248
Matm;n.K/, 545
N, 25, 533
˚.n/, 71, 249

structure of, 207
Q, 44, 534
R, 44
<z, 541
SL.n;R/, 115, 139
SO.n;R/, 232
T , 135
Z, 25, 533
Zn, 39, 115, 134
ann.S/, 381
ann.x/, 354, 380
Nz, 541
\, 528
[, 528
ıi;j , 174
dim.V /, 168
dimK.L/, 321
;, 529
2, 528
jzj, 541
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�, 528
', 64
eit , 541
o.a/, 96
p–group, 200, 201, 262
—X—, 22
(S), 310

Aardvarks, 151
Abel, N. H., 316
Abelian group, 86, 120, 146

Sylow subgroups, 258
Affine group, 119, 136, 155, 157, 492
Affine isometry, 11
Affine reflection, 491
Affine rotation, 491
Affine span, 487
Affine subspace, 487
Affine transformation, 11
Algebraic element, 321
Algebraic number, 322
Algebraically closed field, 541
Algorithm

for g.c.d of integers, 30
for g.c.d of several integers, 33
for g.c.d. of polynomials, 54

Alternating group, 116, 126, 471–474
Alternating multilinear function, 357
And (logical connective), 521
Annihilator

of a module element, 380
of a submodule, 381
of a subset, 381
of an element in a module, 354

Associates, 295
Automorphism, 119
Automorphism group, 145, 247–250

of .Zn/k , 250
of Q, 249
of Z, 248
of Z2, 249
of Z2 � Z2, 249
of Zn � Zn, 250
of Zn, 249
of S3, 145
of Sn, 248

Automorphism of a field, 426
Ax + b group, 119, 155, 157, 492
Axis of symmetry, 211

Basis, 165, 543

of a module, 350
of an abelian group, 186
ordered, 169

Bijective, 530
Binomial coefficients, 55
Bragg, W. H., 515
Bragg, W. L., 515
Burnside’s lemma, 245
Butler, G., 465

Canonical projection, 131
Cardinality, 22, 533
Cartesian product, 530

of modules, 349
of rings, 76

Cauchy’s theorem, 252
for abelian groups, 200

Cauchy, A., 316
Cayley-Hamilton Theorem, 402
Center, 123, 125
Centralizer, 240, 250
Change of basis matrix, 181
Characteristic, 292

of a ring, 275
Characteristic function, 62
Characteristic polynomial, 402

product of invariant factors, 402
Chebotarev, 464
Chinese remainder theorem, 42, 44, 76,

202, 203, 289, 302, 386, 387
Chirality, 235
Class equation, 250
Clock arithmetic, 37
Codomain, 530
Cofactor, 364
Cofactor Expansion, 364
Cofactor matrix, 364
Commutant, 267
Commutator, 469
Commutator subgroup, 146, 469
Companion matrix, 393
Complement, 529

relative, 529
Complement of a subspace, 170
Complex conjugate, 541
Complex numbers, 44, 540–541
Composition series, 468
Congruence class, 38
Congruence modulo n, 37
Conjugacy, 132, 238
Conjugacy class, 132, 238, 243, 250
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Conjugate elements, 118
Conjugate subgroups, 238
Conjunction, 521
Contrapositive, 523
Convex polyhedra, 493
Convex set, 15
Coordinate vector, 169
Coset, 120
Countable, 533
Counting

colorings, 246
formulas, 241
necklaces, 245

Cryptography, 79
Crystal, 501
Crystal groups

classification, 507, 515
Cube

full symmetry group, 236
rotation group, 215

Cycle, 22, 494
Cyclic group, 95, 134, 158
Cyclic subgroup, 94, 95
Cyclic submodule, 348
Cyclotomic polynomial, 475–477

de Morgan’s laws, 530
Deduction, 527
Definition by induction, 536
Degree of a polynomial, 46
Denumerable, 533
Derived subgroup, 469
Determinant

as homomorphism, 112
definition, 361

Devlin, 520
Diagonalizable matrix, 417
Dihedral group, 105–109, 155, 157
Dimension, 168

of an affine subspace, 487
Direct product

of groups, 147, 150
Direct sum

of modules, 349
of rings, 76, 268
of vector spaces, 170

Discriminant, 448
computation of, 449
criterion for Galois group, 448, 459
expressed as a resultant, 452

Disjoint, 529

Disjunction, 521
Divisibility of integers, 24–36
Divisibility of polynomials, 44–53
Division with remainder

for integers, 29
for polynomials, 49

Dodecahedron
full symmetry group, 236
rotation group, 220

Domain, 530
Double coset, 125
Dual basis, 174
Dual polyhedron, 218
Dual vector space, 174

Eigenvalue, 403
Eigenvector, 403
Eisenstein’s criterion, 314
Elementary column operations, 373
Elementary divisor decomposition, 205,

388
Elementary divisors, 205, 390
Elementary row operations, 371
Elementary symmetric functions, 439
Empty set, 529
Endomorphism

of a vector space, 159
of groups, 110
of modules, 348
of rings, 270

Enumerable, 533
Equivalence class, 127
Equivalence relation, 126
Euclidean domain, 294
Euler ' function, 64
Euler’s theorem, 493
Euler’s theorem (number theory), 66
Evaluation of polynomials, 272
Even permutation, 116, 126
Existence of subgroups

Cauchy’s theorem, 252
Sylow’s theorem, 252

Existential quantifier, 525
Exponential function as homomorphism,

138

F–automorphism, 329
Fedorov, 515
Fermat’s little theorem (number theory),

60
Fiber, 130
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Field
definition, 77, 265
of complex numbers, 540

Field extension, 319
Galois, 431
separable, 429

Field of fractions, 290
Field, M., 502
Finite set, 533
Finite subgroups of O.3;R/, 499
Finite subgroups of SO.3;R/, 496
Finitely generated modules over a PID,

380
Fixed field, 429
Fourier, 317
Fractional linear transformations, 145
Free abelian group, 186
Free module, 350
Full symmetry group, 234
Function, 530
Fundamental domain, 501
Fundamental theorem

of algebra, 540
of finitely generated abelian groups,

195, 204
of Galois theory, 434

g.c.d, 50
Galois, 316
Galois correspondence, 330, 433–438
Galois extension, 338, 431
Galois group, 428

discriminant criterion, 448
of a cubic polynomial, 449, 453
of a quartic polynomial, 449, 454–461
of the general polynomial, 447

Gauss, 316
Gauss’s lemma, 306
Gaussian integers, 293, 294
General equation of degree n, 447
General polynomial of degree n, 447
Generator of a cyclic group, 95
Generators

for a group, 94
for a ring, 267
of an ideal, 278

Geometric point group, 505
Glide–reflection, 491
Golubitsky, M., 502
Graphs, 494
Greatest common divisor

of elements in an integral domain, 295
of several integers, 33, 192
of several polynomials, 375
of two integers, 29
of two polynomials, 50

Group
abelian, 86, 120, 146
affine, 136
cyclic, 134
definition, 69
dihedral, 105–109
of automorphisms, 145
of inner automorphisms, 145
of invertible maps, 18
of order pn, 250
of prime order, 122
order p2, 251
order p3, 257
order pq, 258
projective linear, 139
simple, 467
solvable, 469
special linear, 139

Group action, 237
Group algebra, 270
Group ring, 270
Groups of small order, 85

classification, 258

Hölder, O., 468
Hilbert, D., 483
Homogeneous polynomial, 439
Homomorphism

from Z to Zn, 112
from Z to a cyclic subgroup, 112
of groups, 71, 110
of modules, 348
of rings, 76, 270
unital, 271

Homomorphism theorems
for groups, 137–144
for modules, 353–355
for rings, 284–287
for vector spaces, 161–164

Hyperplane
affine, 487
linear, 487

Icosahedron
full symmetry group, 236
rotation group, 220
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Ideal
definition, 274
generated by a subset, 278
maximal, 287
principal, 278

Idempotent, 281, 293
Identity element, 83
Image, 531
Imaginary part of a complex number, 541
Implication, 523
Index of a subgroup, 122
Induction, 535

on a totally ordered set, 444
Infinite set, 533
Infinitude of primes, 27
Injective, 530
Inner automorphism, 119
Inner automorphism group, 145
Integers, 25, 533
Integral domain, 289
Internal direct sum

of vector spaces, 170
Intersection, 528
Invariant factor decomposition, 379

of a finite abelian group, 195
Invariant factors

of a finite abelian group, 195
of a linear transformation, 393
of a matrix, 397
of a module, 384

Invariant subspace, 392
Inverse, 83
Inverse function, 531
Inversion symmetry, 225
Invertible element, 40, 75
Irreducibility criteria, 313–315
Irreducible element, 295
Isom.n/, 491
Isometric transformation, 11
Isometries of R2, 491
Isometry, 11, 230
Isometry group, 230

of Euclidean space, 486
semidirect product structure, 491

Isomorphism, 86
of groups, 109
of rings, 76, 268

Isomorphism of crystal groups, 506

Jordan block, 408
Jordan canonical form, 406

computation, 412
of a linear transformation, 409
of a matrix, 410

Jordan, C., 468
Jordan-Hölder theorem, 468

Kappe, L., 457
Kernel

of a group homomorphism, 114
of a linear transformation, 159
of a module homomorphism, 348
of a ring homomorphism, 274, 275

Kronecker delta, 174

Lagrange’s theorem, 122
Lagrange, J-L., 316
Lattice, 500

of subgroups, 94
Lattice (partial order), 94
Laurent polynomial, 78
Leading coefficient, 46
Leading term, 46
Left ideal

definition, 274
generated by a subset, 278
principal, 278, 281

Length, 373
Line segment, 15
Linear combination, 164
Linear dependence, 164
Linear functional, 174
Linear independence, 164, 542

in a module, 350
in an abelian group, 186

Linear isometry, 231, 488
classification, 233
product of reflections, 234, 489

Linear map, 159, 545
Linear subspace, 543
Linear transformation, 545

as homomorphism, 112
definition, 159

Logical connectives, 521
Logical equivalence, 522

Matrix
change of basis, 181
of a linear transformation, 179
of a symmetry, 12

Matrix rings
simplicity, 276

Maximal ideal, 287
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McKay, J., 464
Minimal polynomial, 323

of a linear transformation, 402
of a matrix, 402

Minor, 364
Modular arithmetic, 37
Module

definition, 345
free, 350
right, 346
unital, 345

Module homomorphism, 348
Modules over a PID

finitely generated, 380
Modulus of a complex number, 541
Monic monomial, 439
Monic polynomial, 46
Monomial, 439
Monomial symmetric function, 442
Multilinear function, 356

alternating, 357
skew–symmetric, 357
symmetric, 357

Multiple induction, 537
Multiple roots, 424
Multiplication of symmetries, 5
Multiplication table, 5, 7, 84
Multiplicative 1-cocycle, 482
Multiplicative inverse, 40, 75
Multiplicity of a root, 424

n-fold axis of symmetry, 211
Natural numbers, 25, 533
Negation, 521
Negation of quantified statements, 526
New York Times crystal, 503
Nilpotent

matrix, 417
ring element, 292

Normal subgroup, 114, 124, 125
Normalizer of a subgroup, 239

Octahedron
full symmetry group, 236
rotation group, 218

Odd permutation, 116
One to one, 531
Onto, 530
Operation, 68
Or (logical connective), 521
Orbit counting lemma, 245

Orbit of an action, 237
Order of an element, 96
Order of quantifiers, 526
Ordered basis, 169
Orthogonal group, 92
Orthogonal matrix, 92, 230

p–group, 201, 262
Partial order, 94

by set inclusion, 94
Partition

of an integer, 199, 441
Partition of a set, 126
Path, 494
Period

of a finite abelian group, 196
of a module element, 381
of a submodule, 381

Permanence of identities, 366
Permutation group, 18, 117–119, 158
Permutations, 16

cycle structure, 238
Point group, 504
Poisson, 317
Polar form of a complex number, 541
Polynomial

cubic, 317–320
Galois group, 449, 453
splitting field, 327–335

minimal, 323
quartic

Galois group, 449, 454–461
separable, 429

Polynomial ring, 44
Predicate, 520
Preimage, 531
Primary decomposition, 385
Prime element, 295
primitive element, 305
Principal ideal, 278
Principal left ideal, 278, 281
Principal right ideal, 278
Product, 68
Projective linear group, 139
Proper factor, 295
Proper factorization, 295
Public key cryptography, 79

Quantifier
existential, 525
universal, 524, 525
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Quotient
group, 133, 134
module, 353
ring, 283
vector space, 161

Quotient homomorphism
of groups, 134
of modules, 353
of rings, 283
of vector spaces, 161

Quotient map
of groups, 131
of modules, 353
of rings, 283
of vector spaces, 161

Range, 530
of a linear transformation, 159

Rank
of a free abelian group, 188
of a free module, 370

Rational canonical form, 391
computation, 398
definition, 394
of a linear transformation, 395
of a matrix, 396

Rational functions, 270
Rational numbers, 44, 534
Rational root test, 309, 315
Real numbers, 44
Real part of a complex number, 541
Reflection-rotations, 228
Reflections, 224
Regular polyhedra, 211

classification, 493
Relative complement, 529
Relatively prime elements, 295
Relatively prime integers, 31
Relatively prime polynomials, 52
Residue class, 38
Resolvent cubic, 455
Resultant, 450
Right ideal

definition, 274
generated by a subset, 278
principal, 278

Right module, 346
Rigid transformation of space, 11
Ring

definition, 74, 264
examples, 77

simple, 276
Ring homomorphism, 270
Root of a polynomial, 53
Roots of unity, 96, 541
RSA method, 79
Ruffini, P., 316

Semidirect product, 156
Separable field extension, 429
Separable polynomial, 429
Set, 528

countable, 533
finite, 533
infinite, 533

Sign homomorphism, 116
Similar

linear transformations, 181
matrices, 181

Simple group, 467
classification, 467

Simple ring, 276
Simple roots, 424
Simplicity

of fields, 281
of matrix rings, 276, 281

Skew–symmetric multilinear function, 357
Smith normal form, 371
Soicher, L., 464
Solution by radicals, 316
Solvable group, 469
Span, 164
Special linear group, 115, 139
Special orthogonal group, 232
Splitting field, 422
Stabilizer subgroup, 239
Standard matrix, 179, 545
Subfield, 319
Subgroup, 92

generated by a subset, 94
index 2, 125, 126
normal, 114, 124, 125

Submodule
cyclic, 348
definition, 347
generated by a subset, 348

Subring
definition, 266
generated by a subset, 267

Subspace, 160
Surjective, 530
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Surjective maps and equivalence relations,
130

Sylow subgroup, 253
Sylow theorem

for abelian groups, 201
Sylow theorems, 252
Symmetric functions, 439
Symmetric group, 18, 117–119, 126, 158,

471–474
Conjugacy classes, 238, 243

Symmetric multilinear function, 357
Symmetric polynomials, 439
Symmetries, 2

of a brick, 225
of a square tile, 226
of geometric figures, 3

Tetrahedron
full symmetry group, 236
rotation group, 211

Torsion element, 380
Torsion free abelian group, 195
Torsion group, 195
Torsion module, 380
Torsion subgroup, 195
Torsion submodule, 380
Total degree, 439
Transcendental element, 321
Transcendental number, 322
Transitive action, 238
Tree, 494
Trigonometric polynomials, 78
Truth table, 521
Twin primes, 533
Type

of an abelian p–group, 199

Union, 528
Unique factorization domain, 296
Unique factorization theorem

for KŒx�, 52
for the integers, 32

Unit, 75
Unital module, 345
Unital ring homomorphism, 271
Units in Zn

structure of, 207
Universal quantifier, 524, 525

implicit, 524
Universal set, 529

Valence, 494

van der Waerden, 462
Vector space, 158
Vector space dual, 174
Vector subspace, 160, 543
von Laue, 515

Warren, B., 457
Well–ordering principle, 536
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